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1 Introduction
In the RAN2#123 meeting, some agreements were achieved on the LCM [1]:
· P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.

For CSI feedback enhancement:
Proposal 1: The Table 1 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI compression with two-sided model.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 

· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB

UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 

Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For beam management:
Proposal 2: The Table 2 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with UE-side model.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 

UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Proposal 3: The Table 3 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with NW-side model.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For Positioning accuracy enhancement:
Proposal 4: The Table 4 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with UE-side model (case 1 and 2a).
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Proposal 5: The Table 5 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with LMF-side model (case 2b and 3b).
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Proposal 6: The Table 6 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with gNB-side model (case 3a).
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.

In this contribution, we would like to discuss the remaining issues on the above tables. 
2 Discussion
2.1 Model/functionality control
In RAN1#112 and 114, the following agreements were made on functionality-based LCM.

Agreement in RAN1#112:
For UE-side models and UE-part of two-sided models:

· For AI/ML functionality identification

· Reuse legacy 3GPP framework of Features as a starting point for discussion.

· UE indicates supported functionalities/functionality for a given sub-use-case.

· UE capability reporting is taken as starting point.
· For AI/ML model identification 

· Models are identified by model ID at the Network. UE indicates supported AI/ML models.

· In functionality-based LCM

· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 

· Models may not be identified at the Network, and UE may perform model-level LCM.

· Study whether and how much awareness/interaction NW should have about model-level LCM

· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

Agreement in RAN1#114:
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 

· Type 1: 

· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network

· Performance monitoring output details can be further defined 

· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 

· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 

· Type 2: 

· UE reports predicted CSI and/or the corresponding ground truth  

· NW calculates the performance metrics. 

· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).

· Type 3: 

· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW

· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 

· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

Taking into consideration the above agreements, RAN1 has agreed that NW makes the decision of functionality control for functionality-based LCM for UE-side models and UE-part of two-side models. 
Observation 1: For functionality-based LCM, RAN1 agreed that NW decides functionality control for UE-side models and UE part of two-sided models.

In addition, based on the above agreements in RAN2, it is also noticed that for NW-side model, only NW is agreed for functionality control. 

Observation 2: For functionality-based LCM, RAN2 agreed that NW decides functionality control for NW-side models.
For NW part of two-sided models, it seems reasonable to apply the principle in observation 2. In other words, it is desirable for NW to decide the functionality control for NW part of two-sided modes.

Proposal 1: For functionality-based LCM, NW decides the functionality control for UE-side models, NW-side models and two-side models.
As showed in the aforesaid agreements in RAN1#112 meeting, for UE-side models and UE part of two-sided models, Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID.
Observation 3: For model-ID-based LCM, RAN1 agreed that both NW and UE may decide model control for UE-side models and UE part of two-sided models.

Moreover, based on the above agreements in RAN2, it is also noticed that for NW-side model, only NW is agreed for model control. 

Observation 4: For model-ID-based LCM, RAN2 agreed that NW decides model control for NW-side models.

As presented in the above part, for NW part of two-sided models, it is straightforward for the NW to decide the model control in case of model-ID-based LCM.

Proposal 2: For model-ID-based LCM, 
·  For UE-side models, both NW and UE may decide the model control
·  For NW-side models, NW decides the model control

·  for two-side models:

· NW decides for NW part of two-sided models;
· NW and UE may decide for UE part of two-sided models.

Based the pervious discussions, we prefer to introduce the enhancement on the FFS in table 1.

Proposal 3a: Include UE for model/functionality control for CSI compression case if monitoring resides at UE for UE part of two-sided models.

Proposal 3b: Confirm the [FFS: UE] in bullet e) as “UE if monitoring resides at UE for UE part of two-sided models” in table 1.

 For case 3a in table 6 of positioning use cases, both gNB and LMF belongs to network. This current agreement is aligned with the observations 2 and 4, that is the NW decides model/functionality control for NW-side models. For bullet e) in table 6, there is an FFS on whether LMF can decide model/functionality control for gNB-side model. It is known that the AIML model resides at gNB side to inference the indirect positioning parameters in case 3a of positioning use cases. The gNB sends the inference output to the LMF for final positioning. The working procedures between gNB and LMF for case 3 are kind of the ones between UE and gNB for UE-side models. As introduced in the progresses in both RAN1 and RAN2, it is noticed that NW can decide the model/functionality control for UE-side models. Correspondingly, it is desirable that the LMF can also decide the model/functionality control for gNB-side models.
Proposal 4a: Include LMF for model/functionality control for case 3a.

Proposal 4b: Confirm the [FFS: LMF] as “LMF” in bullet e) in table 6.
2.2 Model monitoring

In RAN1#113 meeting, the LMF is identified as candidate monitoring entity for case 3a. 
Agreement

Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement

· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

Furthermore, in RAN1#114 meeting, there were agreements on the detailed monitoring schemes for positioning enhancement use case. If performance monitoring is at LMF side, the LMF can calculate the performance metrics if needed, or the UE or gNB can generate and provide the data needed for performance metric calculation. 
Agreement (For Replying RAN2 LS)

· For positioning enhancement use case:

· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.

· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.

· For gNB-sided model inference (Case 3a), input data is internally available at gNB.

· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.

· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
With the above in mind, it seems that LMF for model/functionality monitoring in case 3a can be supported and work as the schemes in the current agreements. That is, if LMF performs monitoring for gNB-side model in case 3a, the gNB can provide the necessary data for performance metric calculation to the LMF. Therefore, we prefer to include LMF as the performance monitoring entity for case 3a.
Proposal 5a: Include LMF for model/functionality monitoring for case 3a.

Proposal 5b: Confirm the [FFS: LMF] as “LMF” in bullet d) in table 6.
3 Conclusion

In this contribution we discuss the remaining issues on model/functionality monitoring and control in table 1~6 agreed in RAN2#123 meeting. We make the following observations and proposals:
Observation 1: For functionality-based LCM, RAN1 agreed that NW decides functionality control for UE-side models and UE part of two-sided models.

Observation 2: For functionality-based LCM, RAN2 agreed that NW decides functionality control for NW-side models.

Observation 3: For model-ID-based LCM, RAN1 agreed that both NW and UE may decide model control for UE-side models and UE part of two-sided models.

Observation 4: For model-ID-based LCM, RAN2 agreed that NW decides model control for NW-side models.

Proposal 1: For functionality-based LCM, NW decides the functionality control for UE-side models, NW-side models and two-side models.
Proposal 2: For model-ID-based LCM, 

·  For UE-side models, both NW and UE may decide the model control

·  For NW-side models, NW decides the model control

·  for two-side models:

· NW decides for NW part of two-sided models;

· NW and UE may decide for UE part of two-sided models.

Proposal 3a: Include UE for model/functionality control for CSI compression case if monitoring resides at UE for UE part of two-sided models.

Proposal 3b: Confirm the [FFS: UE] in bullet e) as “UE if monitoring resides at UE for UE part of two-sided models” in table 1.
Proposal 4a: Include LMF for model/functionality control for case 3a.

Proposal 4b: Confirm the [FFS: LMF] as “LMF” in bullet e) in table 6.
Proposal 5a: Include LMF for model/functionality monitoring for case 3a.

Proposal 5b: Confirm the [FFS: LMF] as “LMF” in bullet d) in table 6.
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