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Introduction
[bookmark: OLE_LINK83][bookmark: OLE_LINK59]As noted in [1], SA6 has expressed concerns about potential data loss after a silent period [2] for Mission Critical PTT service. Specifically, SA6 noted that the latency incurred by RAN signalling during transition from RRC_INACTIVE or RRC_IDLE state to RRC_CONNECTED jeopardizes important access time KPIs for MCPTT service. One of the proposals addressing this concern is to supress MBS session deactivation. This paper addresses some of the issues surrounding this problem and comments on possible solutions.

Background
The fundamental problem cited in [2] and [3] is that the RAN may send UEs to RRC_IDLE based on traffic inactivity, but the RAN isn’t required to notify the 5GC about these state transitions. When data flow resumes at the application layer, UEs in RRC_IDLE state which have joined the MCPTT session must be paged and moved to RRC_CONNECTED. This may take a significant amount of time (10’s to 100’s of milliseconds) depending on paging and DRX intervals. However, the MCPTT application is not inhibited by the RRC state of joined UEs, so it may commence with data transmission to UEs which are not prepared to accept the data.
 [3] proposed addressing this problem by suppressing MBS session deactivation. [1] proposes capturing the SA2 proposal by adding the following note to 38.300:
NOTE:	The gNB may decide, based on the mission critical 5QI value(s) for the QoS flow(s) (as specified in TS 23.501 clause 5.7.4) to not release a UE when it has joined a mission critical MBS session to ensure that packet loss and delay requirements are met (as specified in TS 22.179 clause 6.15.3).
While this note addresses the concept of supressing state transition, it leaves other issues regarding state management open.

Discussion
[3] indicates that the transition to RRC_CONNECTED for both RRC_INACTIVE and RRC_IDLE UEs is problematic. While both scenarios might be problematic, there are differences between the scenarios which need to be considered. One difference is that UEs in RRC_INACTIVE state may continue to monitor MBS MCPTT sessions, while UEs in RRC_IDLE cannot. Operation in RRC_INACTIVE state is in fact a fundamental part of the MBS MCPTT architecture, as it allows UEs to monitor sessions with minimal impact on network congestion.
Observation 1: Operation in RRC_INACTIVE state is a fundamental part of MBS MCPTT service.
Another difference is that RRC_IDLE UEs may have longer DRX cycles than RRC_INACTIVE UEs and may thus require more time to transition to RRC_CONNECTED.
Observation 2: RRC_IDLE and RRC_INACTIVE scenarios require separate consideration for MCPTT service.
Hence, the recommendation to not release a UE should be more specific.
Proposal 1: replace …not release a UE… with … not release a UE to RRC_IDLE…
While the proposed note addresses the issue of latency, it does not address cell congestion. A recommendation to hold UEs in RRC_CONNECTED even during periods of traffic inactivity will impact network capacity. Given a sufficiently large population of UEs (both MC and non-MC), the recommendation could cause congestion problems that would make it counterproductive, potentially invoking admission control which would deny service to newly arriving UEs (including MC UEs). Such behavior is unacceptable for MC applications.
Observation 3: The recommendation, without further refinement, to just hold MCPTT UEs in RRC_CONNECTED risks limiting service in cases of increasing cell congestion.
In scenarios where non-MC UEs share cells with MC UEs, it is preferred that the non-MC UEs be moved to RRC_IDLE or RRC_INACTIVE before MC UEs. This preference should be captured in the note.
Proposal 2: Add the following recommendation (or equivalent language) at the end of the note: and should either redirect non-MC UEs to a different carrier or move non-MC UEs to RRC_INACTIVE or RRC_IDLE if congestion is detected.
A related issue is that even among MC UEs, there may be multiple classes of MC UEs sharing a cell. (e.g., street maintainers vs. first responders). This scenario is characterized by multiple bearer priority classes mapped to the same QCI but with different bearer priorities. Both groups of UEs would use the same QCI (5QCI) with one group mapped to a “regular” group call with lower bearer priority (i.e., the street maintainers), but with the other group mapped to an “emergency” group with higher bearer priority (i.e., the first responders). The best response to congestion here would be to keep as many of the first responders as possible in RRC_CONNECTED and transition those UEs to RRC_INACTIVE, if necessary, only after all or most street maintainers are already transitioned to RRC_INACTIVE. Such a decision requires knowledge not only of 5QI (to differentiate MC from non-MC UEs) but also requires knowledge of bearer priority (to differentiate high priority from low priority MC UEs).
Observation 4: Factors other than 5QI identification are relevant to MC connection management.
Proposal 3: RAN2 should consider factors other than QCI values as the basis of MC connection management recommendations. In particular, 5QI and ARP information should be identified explicitly as factors in deciding which UEs should be moved first from RRC_CONNECTED to other RRC states.
A final issue is that mission critical operation is a serious matter. It is important that the systems that are designed to meet MC KPIs do so in a predictable and interoperable manner. The language used in the standard should thus clearly specify mandatory behaviors where such behaviors are required to meet MC KPIs.
Proposal 4: The note should avoid the use of “may” in favor of more clearly qualifying when MC connection management procedures should be invoked. Alternatively, regular normative text, rather than just a NOTE, should be used to convey the desired behaviors. 
Conclusion
This contribution offers the following observations and proposals:
Observation 1: Operation in RRC_INACTIVE state is a fundamental part of MBS MCPTT service.
Observation 2: RRC_IDLE and RRC_INACTIVE scenarios require separate consideration.
Observation 3: The recommendation, without further refinement, to just hold MCPTT UEs in RRC_CONNECTED risks limiting service in cases of increasing cell congestion.
Observation 4: Factors other than 5QI identification are relevant to MC connection management.

Proposal 1: replace …not release a UE… with … not release a UE to RRC_IDLE…
Proposal 2: Add the following recommendation (or equivalent language) at the end of the note: and should either redirect non-MC UEs to a different carrier or move non-MC UEs to RRC_INACTIVE or RRC_IDLE if congestion is detected.
Proposal 3: RAN2 should consider factors other than QCI values as the basis of MC connection management recommendations. In particular, 5QI and ARP information should be identified explicitly as factors in deciding which UEs should be moved first from RRC_CONNECTED to other RRC states.
Proposal 4: The note should avoid the use of “may” in favor of more clearly qualifying when MC connection management procedures should be invoked. Alternatively, regular normative text, rather than just a NOTE, should be used to convey the desired behaviors. 
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