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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]Several data collection tools were identified in the TR [1]. In this contribution, we give our understanding on the data collection based on RAN1 reply LS in [2].
Table 7.3.1.2-1. Existing data collection methods identified.
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1) End-to-End report latency**
	Report type
	Security and Privacy

	Method:  Logged MDT

	TCE/OAM
(It can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 

	Method: Immediate MDT

	TCE/OAM
(It can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1) Procedure latency:
· Report interval: 
· 120ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reportng 
	AS security via RRC message

Privacy via user consent

	Method:  L3 measurements

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message


	Method:  L1 measurement (CSI reporting)

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security


	Method:  UE Assistance Information (UAI)

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Method: Early measurements

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	Method: LPP

	LMF
	CONNECTED
	<9kbyte
	Location information
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- NW-triggered
	AS security via RRC message



* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
****Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.

Discussion
Data collection can be used for model training, inference and performance monitoring. In the following part, we would discuss the data collection for different purposes.
Data collection for training
In this release we understand the offline training should be prioritized over on-line training. In offline training, the model can be trained before model delivery or deployment. The data for offline training can be collected any time before training. The training node can store the collected data during a long period. According to RAN1 response, the latency requirement is relaxed, e.g. minutes, hours, days, or no latency requirement. From latency point of view, all the tools listed in the table in [1] can be used to collect data for training.
Proposal 1: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil latency requirement for training for all use cases.
In beam use case, the data size is up to 500 bits for case 1. The data size for case 2 depends on the number of instances. The typical maximum number of instances is 12. The maximum data size can be up to 6K bits. The maximum payload size per report is 9K bytes.
Proposal 2: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for training for beam use case.
In positioning use case, the maximum data size can be calculated as following,
(assuming timing, power, and phase for 256 measurements per PRS/SRS resource and assuming 8 bit representation of each real number): 2*(8*256) = 4096 bits. The total upper bound can be 4096*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix.
The maximum value of N is 64, which makes the maximum data size as 256K bits. It can be reported in one RRC message by multiple segments.
Proposal 3: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for training for positioning use case.
In CSI use case, the data size depends on the format, which may be up to 150K bits for CSI compression and 1.5M bits for CSI prediction. Clearly, the data for CSI prediction should be reported in multiple segments. The maximum number of segmentations is 16. The maximum pay load of one RRC message is 144K bytes. It may be enough for beam use case. But the maximum data size for CSI use case, i.e. 1.5M bits, may be larger than Max payload of one RRC message.
Proposal 4: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can’t fulfil the data size requirement for training for CSI prediction use case.
Proposal 5: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for training for CSI compression use case.
RAN2 needs to study how UE reports large data. Similar issue was identified at model delivery discussion. Several potential solutions are observed,
Option 1. Introduce more segmentations for UL RRC messages.
Option 2. Introduced new layer to do data segmentation and concatenation, new layer can be on top of the existing protocol stack.
RAN2 has agreed to support logging for data collection. If UE needs to report multiple data samples, required number of segments may be large. However, large number of segments have impact on other RRC message transmission latency. Because all segments of an RRC message are transmitted before sending another RRC message. Option 2 can avoid the latency impact. But it would introduce new layer, which may be complex.
Proposal 6: RAN2 to study how UE reports collected data for training larger than 144K bytes for CSI prediction use case.
Even if UE is able to report large amount of data, it’s beneficial to reduce the signalling as much as possible. The AI model is applicable in certain condition. Therefore, the required training data should also be collected in the corresponding condition. UE shall only report the data collected in the required condition. The required condition can be indicated by NW.
Proposal 7: RAN2 to study solution to reduce the reported data. NW indicates UE the condition. UE only reports the data collected in the corresponding condition.

Data collection for inference
[bookmark: _Hlk131414074]In beam management and CSI use cases, the inference result is expected to be used very shortly after data for inference is collected, e.g. same slot or several slots later. The inference result may be outdated very quickly. According to RAN1 LS, the latency requirement for CSI and beam use case is time-critical, e.g., a few msecs. Existing tools in RAN2 can’t fulfil the latency requirement.
Proposal 8: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can’t fulfil the latency requirement for inference for CSI and beam use case.
Furthermore, RAN1 indicates L1 report is considered to report data for inference. Therefore, we propose RAN2 doesn’t define new tools to report data for inference unless asked by RAN1.
Proposal 9: RAN2 doesn’t define new tool to report data for inference unless asked by RAN1 for beam and CSI use case. Data collection for inference relies on L1 report for beam and CSI use case.
For positioning, there is no agreement on latency requirement. Further study is requirement from RAN1. We understand UE reports the measurements to LMF by LPP and gNB reports the measurement to LMF by NRPPa respectively, and then LMF calculates the UE location according to the positioning measurements. Therefore, for AI based positioning, the legacy procedures can be reused for data collection for inference.
Proposal 10: The legacy LPP and NRPPa messages can be reused for data collection for inference for positioning use case.
Data collection for performance monitoring
The latency requirement for performance monitoring is near-real-time, i.e. several tens of msecs to a few seconds, for all use cases. All the existing tools can fulfil the latency requirement. 
Proposal 11: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil latency requirement for performance monitoring.
[bookmark: _GoBack]The data size requirement for performance monitoring is similar as for training for beam and CSI use case. RAN2 need to study how to report data larger than 144K bytes for CSI prediction case as proposed in proposal 6.
Proposal 12: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for performance monitoring for beam use case.
Proposal 13: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can’t fulfil the data size requirement for performance monitoring for CSI prediction use case.
Proposal 14: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for performance monitoring for CSI compression use case.
For positioning, RAN1 didn’t make agreement on the data size yet. Further input from RAN1 is needed.
Although RAN1 didn’t make any conclusion on the report type. We understand the event, periodic and on-demand report can be baseline report type.
Proposal 15: Performance monitoring data report can be triggered by event, periodic and on-demand.
Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Proposal 1: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil latency requirement for training for all use cases.
Proposal 2: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for training for beam use case.
Proposal 3: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for training for positioning use case.
Proposal 4: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can’t fulfil the data size requirement for training for CSI prediction use case.
Proposal 5: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for training for CSI compression use case.
Proposal 6: RAN2 to study how UE reports collected data for training larger than 144K bytes for CSI prediction use case.
Proposal 7: RAN2 to study solution to reduce the reported data. NW indicates UE the condition. UE only reports the data collected in the corresponding condition.
Proposal 8: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can’t fulfil the latency requirement for inference for CSI and beam use case.
Proposal 9: RAN2 doesn’t define new tool to report data for inference unless asked by RAN1 for beam and CSI use case. Data collection for inference relies on L1 report for beam and CSI use case.
Proposal 10: The legacy LPP and NRPPa messages can be reused for data collection for inference for positioning use case.
Proposal 11: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil latency requirement for performance monitoring.
Proposal 12: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for performance monitoring for beam use case.
Proposal 13: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can’t fulfil the data size requirement for performance monitoring for CSI prediction use case.
Proposal 14: RAN2 agree all the non-L1 data collection tools listed in the table in [1] can fulfil the data size requirement for performance monitoring for CSI compression use case.
Proposal 15: Performance monitoring data report can be triggered by event, periodic and on-demand.
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