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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In this contribution, we give our understanding on the general architectural aspects.
Discussion
Impact to SA
SA2 sent LS in [1] to ask potential impact to SA2 to support AI/ML for air interface and NG-RAN in RAN. AI/ML for NG-RAN is discussed in RAN3, which is out of RAN2’s scope. We would discuss the impact of AI/ML for air interface. We understand the potential impact to SA2 includes following aspects,
1. Model training at CN entity,
2. Data collection via NAS, e.g. EVEX,
3. Model delivery via NAS, e.g. solution 2a/b.
These aspects may have impact to SA2. However, it’s still FFS whether model training at CN is supported. And there are also other alternatives for data collection and model delivery, which has no impact to SA2. Therefore, it’s premature to conclude whether there is requirement to SA2 at this stage. RAN2 need further study and evaluate. Further down selection may be done at WI phase. We suggest to response to SA2 that RAN2 has studied many candidate solutions on model training, data collection and model delivery. Some candidate solutions may have SA2 requirement. RAN2 would further study and conclude in WI. RAN2 would inform SA2 about any agreements which have requirement to SA2. 
Proposal 1: RAN2 to response to SA2, RAN2 has studied following candidate solutions on model training, data collection and model delivery, which may have SA2 impact. RAN2 would further discuss and inform SA2 about any agreements which have requirement to SA2.
· Model training at CN entity,
· Data collection via NAS, e.g. EVEX,
· Model delivery via NAS, e.g. solution 2a/b.
Model and functionality relation
According to RAN1 agreement as below, model based and functionality-based LCM can be performed together. 
	Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



AI model in a certain functionality can also be controlled by NW. This requires NW to know which AI model can be used in certain functionality. This can be achieved during model identification.
Proposal 2: During model identification, model and functionality mapping relation is also identified.
Model training entity
In the post 122 email discussion #060 Mapping of functions to physical entities, some companies proposed to consider the case that UE performs AI model training. However, RAN2 have agreed to deprioritize the online/real-time training. Offline training may require large volume of training data and powerful computation. We understand the UE may have computation, storage and power limitation. It may not be possible for UE to perform offline training. Therefore, we propose to deprioritize the model training at UE. This doesn’t exclude the case that the model is trained at UE vendor’s OTT server.
Proposal 3: For UE side model training, deprioritize the model training at UE. UE side OTT server can be considered.
Another open issue is whether to consider CN entity for model training for CSI/beam use case. Current observed data collection options terminate at gNB/OAM. There is no way for CN entity to obtain the training data. Additional spec impact is foreseen to enable CN entity to be aware of the training data of CSI/beam. The benefit is not clear compared with training at gNB/OAM.
Proposal 4: For NW side model training, deprioritize the model training at CN entity. Remove [FFS: CN] from TP.
Capability report
In last RAN2 meeting, it’s agreed UE can report the supported AI model/functionality in pro-active or re-active manner. In pro-active manner, UE can report updated supported AI model/functionality even if gNB doesn’t configure related AI model/functionality. This may bring signalling overhead, since such AI model/functionality may not be useful for gNB. Re-active manner can avoid the signalling overhead, since UE only report updated AI model/functionality if gNB provide related configuration. There may be different ways to implement re-active manner. One way is similar as needforgap, i.e. UE reports current supported AI model/functionality according to current situation. However, we understand such way may not be flexible enough and may result in additional signalling overhead. Because if condition changes, NW may need to request UE to report the updated AI model/functionality. Also, NW may only want to know UE’s support on specific AI model/functionality. Therefore, it’s more flexible and efficient for NW to indicate the specific condition/AI model/functionality, so that UE can report the supported AI model/functionality in corresponding condition.
Proposal 5 In reactive capability report manner, gNB can indicate the specific condition/AI model/functionality to UE. UE reports the supported AI model/functionality in corresponding condition.
Meta info
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known. The detail of meta info is FFS. 
AI model used for each use case should be different, since the input and output may be different. In each use case, there can be different scenarios. The scenario could be categorized by NW deployment topology, channel quality, UE speed. It’s possible to use one AI model in all scenarios. But the performance may not be as good as using different specific AI model in each scenario. Considering the trad-off between generalization and inference accuracy, it may be more efficient to deploy multiple AI models and activate/deactivate AI model according to the scenario. Therefore, each AI model may only achieve best performance in certain scenarios. It’s essential to include applicable info of each AI model in the meta info. So LCM can be performed accordingly, e.g. model switch/activation/deactivation.
Proposal 6: Meta info of AI model includes following applicable info,
· Applicable use case;
· Applicable scenario, e.g. NW deployment topology, channel quality, UE speed;
Note the AI model may require a minimum AI capability, e.g. computing capability or storage. However, the RAN node, especially UE, may not always have enough capability regarding computing or storage. It’s essential to know AI model required AI capability. So that gNB/UE can decide which AI model can be used or delivered to UE. 
Proposal 7: Meta info of AI model includes required AI capability, e.g. computing capability and storage.
Vendor info is proposed by some companies as meta info. However, we understand such info is not useful. The argument of including vendor info is this information may be used for appropriately providing meta info to NG-RANs. However, we understand the meta info should be common to all vendors. Otherwise, vendors may provide different meta info, which makes gNB/UE implementation more complex. Also, such info may expose UE privacy. Therefore, we don’t see vendor info as essential meta info to enable AI/ML.
Proposal 8: Vendor info is not included in Meta info from RAN2 perspective.
Architecture
In last meeting, following functional architecture was agreed,


Fig. 1 Functional architecture
The management needs to acquire performance monitoring inputs. In the figure, there are two arrows from data collection and inference. However, we understand the data collection shall support both legacy metrics and AI related metrics. Therefore, it seems the arrow from model inference to management is unnecessary and can be removed. It is already covered by the arrow between data collection and management since the collected monitoring data could also include the output of the inference. An arrow from model inference to data collection should be added, which represents the monitoring output data collection.
Proposal 9: Remove the arrow representing monitoring output from model inference to model management. 
Proposal 10: Add an arrow representing monitoring output from model inference to data collection.
The functionality/model identification process is one important aspect in the whole LCM. Inference and management can reach common understanding on the applicable model/functionality. This procedure shall be reflected in the diagram. Management is responsible to manage the model or functionality identification. After the model is trained, then related functionality identification or model identification can be performed if needed. Hence, an arrow representing the model/functionality identification can be added between the model training and management.
Proposal 11: Add an arrow representing the model/functionality identification between model training and management
According to proposal 10-12, the functional architecture can be modified as following,
[image: ]
Fig 2 Modified Functional architecture
Proposal 12: Modify the functional architecture as fig 2.

Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Proposal 1: RAN2 to response to SA2, RAN2 has studied following candidate solutions on model training, data collection and model delivery, which may have SA2 impact. RAN2 would further discuss and inform SA2 about any agreements which have requirement to SA2.
· Model training at CN entity,
· Data collection via NAS, e.g. EVEX,
· [bookmark: _GoBack]Model delivery via NAS, e.g. solution 2a/b.
Proposal 2: During model identification, model and functionality mapping relation is also identified.
Proposal 3: For UE side model training, deprioritize the model training at UE. UE side OTT server can be considered.
Proposal 4: For NW side model training, deprioritize the model training at CN entity. Remove [FFS: CN] from TP.
Proposal 5 In reactive capability report manner, gNB can indicate the specific condition/AI model/functionality to UE. UE reports the supported AI model/functionality in corresponding condition.
Proposal 6: Meta info of AI model includes following applicable info,
-	Applicable use case;
-	Applicable scenario, e.g. NW deployment topology, channel quality, UE speed;
Proposal 7: Meta info of AI model includes required AI capability, e.g. computing capability and storage.
Proposal 8: Vendor info is not included in Meta info from RAN2 perspective.
Proposal 9: Remove the arrow representing monitoring output from model inference to model management. 
Proposal 10: Add an arrow representing monitoring output from model inference to data collection.
Proposal 11: Add an arrow representing the model/functionality identification between model training and management
Proposal 12: Modify the functional architecture as fig 2.
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