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Introduction
In RAN2#121 meeting, following was agreed regarding AI/ML model transfer/delivery:
	Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).



The pros and cons of each option were further analyzed in R2-2302268 [1], and RAN2 agreed that “The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration).”
In RAN2#123 meeting, following was agreed regarding AI/ML model transfer/delivery:
	Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.



In RAN2#123bis meeting, RAN2 agreed to split solution 4 to solution 4a and 4b:
- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
Email discussion “[POST123bis][016][AI/ML] Model transfer (Intel)” [3] was tasked to discuss table that captures pros, cons and specification efforts for the solutions.
In this contribution, we discuss AI/ML model delivery methods.
Model delivery
Necessity to have partial model update as comparison area
In email discussion “[POST123bis][016][AI/ML] Model transfer (Intel)” [3], one open issue is “Proposal 1: RAN2 to continue discussion on the definition of partial model update and whether this needs to be supported during model transfer/delivery if needed.” This is related to the model format, which is captured in the following table in TR 38.843:
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side



For cases y, z1, and z2, model transfer format is transparent to 3GPP system, therefore there is no difference for the model transfer options under discussion. Cases z3, z4, and z5 are open formats. For those cases, partial model update can be support for both CP and UP based solutions. Again, there is no difference for the model transfer options. Therefore partial model update should not be an area to compare model transfer options.
[bookmark: Proposal_Partial_Aspect]Proposal 1: Partial model update is not an area to compare model transfer options.
Consider RAN2#124 meeting is the last meeting for the SI, whether to support partial model update during model transfer can be decided in WI phase.
[bookmark: Proposal_Partial_WI]Proposal 2: Whether to support partial model update during model transfer can be decided in WI phase.
Solution 2a/2b
For the solutions involving CN entities except LMF (solution 2a and 2b), AI model is carried by NAS signalling or UP data. Since AI/ML use cases under study are mainly about physical layer, it is not clear whether CN nodes can determine the applicable AI model for physical layer use case. In addition, it is difficult for RAN2 to evaluate the feasibility and pros/cons of such solutions. Therefore, we suggest RAN2 to focus on the solutions without the involvement of CN entities other than LMF. The evaluation and study of solutions involving CN entities except LMF (solution 2a and 2b) can be done by other groups, e.g. SA2. RAN2 can send LS to corresponding groups to trigger the evaluation and study if needed.
[bookmark: Proposal_2a2b]Proposal 3: Leave the study and evaluation of solutions involving CN entities other than LMF (i.e. solution 2a/2b) to other groups.
Proactive / reactive model delivery
In RAN2#123 meeting, it was agreed to support reactive model delivery while proactive model delivery is FFS. In reactive model delivery, AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites. On the contrary, in proactive model delivery, AI/ML models are pre-downloaded to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur. 
It is helpful to first discuss which entity initiates the model delivery. From RAN2 perspective, we focus on gNB and LMF as network entities. From email discussion “[Post122][060][AIML] Mapping of functions to physical entities (CMCC)” [2], RAN2 agreed that model delivery can be from gNB to UE, or UE to gNB, while model delivery from LMF to UE is FFS. As in Proposal 10 below, we prefer to support model delivery from LMF to UE. Considering that model delivery might consume significant amount of system resource and typically network is in charge of UE behavior, it is proposed that gNB and LMF can initiate model delivery, while UE cannot (even for model delivery from UE to gNB). 
[bookmark: Proposal_Init]Proposal 4: Model transfer/delivery can be initiated by gNB and LMF (if model delivery from LMF to UE is supported), but not by UE. 
For reactive model delivery, the initiation of model delivery is due to change in scenarios, configurations, or sites. Change of sites can be handled in mobility procedure, e.g. target gNB can initiate model delivery to UE after handover. For change of scenarios and configurations, existing measurements and location information can help gNB and LMF to decide whether to initiate model delivery. For example, based on measurement results, gNB and LMF can detect change of scenarios and configurations, and initiate model delivery accordingly. RAN2 needs to discuss whether current measurements are sufficient, or additional measurements are needed to facilitate model delivery. 
[bookmark: Proposal_Meas]Proposal 5: RAN2 to discuss whether existing measurements are sufficient to help gNB/LMF to detect/predict change of scenarios/configurations for initiation of model delivery. 
Model delivery between UE and gNB (solution 1a and 1b)
Current description for solution 1a and 1b in RAN2 agreements are as follows:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
It seems that the above description implies that the model delivery is for downlink only. However, in email discussion “[Post122][060][AIML] Mapping of functions to physical entities (CMCC)” [2], for training Type 1 of CSI compression with two-sided model, RAN2 agreed that model delivery can be from UE to gNB. Therefore model delivery solution shall support both downlink and uplink.
[bookmark: Proposal_Dir]Proposal 6: Model delivery solution shall support both downlink and uplink.
CP solution (1a)
In uplink, there is no appropriate existing UL RRC message for the model delivery. One may argue to reuse existing RRC message UEAssistanceInformation (UAI) to deliver AI model. However the characteristics of the content in UAI and AI model are different. UAI is mainly used to deliver dynamic UE information / preference, which may change from time to time. Therefore for UAI, the triggering condition is specified so that UE can send UAI if its preference changes. There is also triggering for UE to send UAI to target gNB if it sends UAI to source gNB within 1 second before handover. On the other hand, AI model delivery is a “one-shot” action, e.g. upon gNB request. Considering above differences, UAI is not suitable to deliver AI model. It is necessary to define new RRC message and procedure to support AI model delivery in uplink using solution 1a.
[bookmark: Obs_RRC_UL]Observation 1: New RRC message and procedure are required to support AI model delivery in uplink using solution 1a.
Above observation 1 is not considered in email discussion “[POST123bis][016][AI/ML] Model transfer (Intel)” [3], and it is therefore proposed to consider it when comparing AI/ML delivery options.
[bookmark: Proposal_1a]Proposal 7: Following aspect of solution 1a should be considered when comparing AI/ML delivery options:
· New RRC message and procedure are required to support AI model delivery in uplink.
UP solution (1b)
In the UP model delivery solution (1b) between UE and gNB, existing user plane is not applicable since it terminates at UE and UPF. A new layer can be introduced to handle the AI model transfer functionality. Furthermore, other AI related functionalities, e.g. data collection, model registration, may also be supported in the new layer, if existing protocol layers cannot support the functionalities. 
The protocol stack of new layer is depicted in Figure 1 below. The new layer is temporarily called AI for simplicity.
[image: ]
[bookmark: Fig_Stack]Figure 1: Protocol stack for UP based model delivery
The AI layer provides following services to upper layer:
· AI Model delivery;
· …
The AI layer expects following services from lower layer:
· Integrity protection, ciphering and loss-less in-sequence delivery of information without duplication;
To support model delivery, AI layer delivers the AI model to the lower layer, i.e. PDCP. New bearer or existing bearer can be used to carry AI model. Existing user plane transmission procedure can be reused and it is expected that there are no impacts to lower layers. Both uplink and downlink delivery can be supported. The AI model can be delivered by separate radio bearers. Since the new layer terminates at UE and gNB, the UP solution is in RAN2 scope without involvement of other WGs.
[bookmark: Proposal_UP]Proposal 8: New layer on top of PDCP can be introduced to support UP AI model delivery between UE and gNB. The work can be done within RAN2.
In email discussion “[POST123bis][016][AI/ML] Model transfer (Intel)” [3], A7 of Proposal 6 is as follows:
	Discussion Area
	Current status and Gaps
	RAN specification impact

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) . 
	procedure latency depends on model size, QoS requirement and DRB priority;
QoS management at gNB is not supported for DRB is terminated at gNB (if needed)
	identify a solution to support QoS management at gNB for model transfer when DRB is terminated at gNB



Contrary to what is captured in above table, the QoS management at gNB for DRB is not a gap for solution 1b. The reason is that when DRB is terminated at gNB, QoS management is completely under gNB control and it is purely a gNB implementation issue, e.g. configuring DRB parameters for AI model transfer properly to meet the QoS requirement. This is similar to solution 1a, where SRB is used for AI model delivery. In both 1a and 1b, gNB is responsible to guarantee the QoS of AI model delivery and how to achieve that is completely up to gNB implementation. We’d like to propose to modify A7 for solution 1b as follows:
	Discussion Area
	Current status and Gaps
	RAN specification impact

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) . 
	procedure latency depends on model size, QoS requirement and DRB priority;
QoS management at gNB can be handled by gNB implementationis not supported for DRB is terminated at gNB (if needed)
	identify a solution to support QoS management at gNB for model transfer when DRB is terminated at gNB



[bookmark: Proposal_QoS]Proposal 9: For A7 aspect of solution 1b, QoS management is up to gNB implementation. In the comparison table, remove the “RAN specification impact” part, and modify the “Current status” part to “QoS management at gNB can be handled by gNB implementation”.
Model delivery between UE and LMF (solution 3a and 3b)
In the legacy positioning procedures, LMF is responsible for managing positioning. It is straightforward that LMF is also responsible for managing AI based positioning. In email discussion “Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)” [2], if inference is performed by the UE, it is agreed to support model delivery between UE-side OTT server and UE, while model delivery from LMF to UE is FFS. During email discussion, some companies questioned the benefit of UE-sided training at LMF by arguing that the training of UE-sided models depends on measurements of taken by the UE, which may be very UE vendor/hardware specific. However, given that UE-sided training at gNB is supported for CSI and beam use case, it is natural to support UE-sided training at LMF since they are both UE-sided training at network side. It is therefore proposed to support model delivery from LMF to UE. The existing LPP message can be reused, for instance, the LMF sends the AI model to UE by LPP ProvideAssistanceData or LPP RequestLocationInformation message.
[bookmark: Proposal_LMF][bookmark: Proposal_LMF_Num]Proposal 10: AI/ML Model transfer/delivery from LMF to UE is supported. The existing LPP message can be used for LMF to provide AI model to UE, for example, the LPP ProvideAssistanceData or LPP RequestLocationInformation message can be considered.
In solution 3b, AI/ML model is transferred between LMF and UE via LPP signalling carried as UP data, as specified in TS 23.273 [4]. Therefore in both solution 3a and 3b, AI/ML model are carried in LPP signalling. When LPP signalling is carried in CP (solution 3a) and UP (solution 3b), the underlying transport protocols above L2 protocols (PDCP/RLC/MAC) in air interface are NAS/RRC signalling and IP based protocols, respectively. From RAN2 perspective, there might be no difference between Option 3a and 3b since both options require LPP enhancements to support AI model transfer/delivery.  
[bookmark: Proposal_3a3b]Proposal 11: For AI/ML model transfer/delivery from LMF to UE, both solution 3a and 3b are supported. 
When inference is performed by UE, the AI model may come from the OTT server of the UE. In this case, UE may need to provide the AI model information/function to LMF. The existing LPP message could be considered, for example, UE provides the AI model information/function to LMF by LPP ProvideCapabilities. 
[bookmark: Proposal_LPP_UL]Proposal 12: When inference is performed by UE and the AI model comes from UE OTT server, UE may provide the AI model information/function to LMF for LMF to manage AI models. The existing LPP message, for example, the LPP ProvideCapabilities can be considered. 
LCM
RAN2 has agreed the following functional architecture:


Fig. 1 Functional architecture
In the architecture, “Model Management” function is responsible for the LCM of AI/ML models. In email discussion “Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)” [2], “Model Management/Control” function can be performed by UE or network (gNB or LMF) depending on the use cases. 
In RAN2#123 meeting, RAN2 agreed the following:
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 

In RAN1#114bis meeting, following was agreed:
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE
· … 

If model management / control is performed at UE, UE can evaluate the applicable condition (with potentially additional condition provided by network) of AI model/functionality. If the applicable condition is not fulfilled, UE can deactivate the AI model/functionality autonomously. If model management / control is performed at network, network can configure UE to report the applicable condition fulfilment or not. Then, network can choose to activate or deactivate AI model/functionality.
[bookmark: Proposal_LCM_UE]Proposal 13: If model management / control is performed by UE, UE evaluates the applicable condition (with potentially additional condition provided by network) of AI model/functionality and activate/deactivate/switch AI model/functionality accordingly.
[bookmark: Proposal_LCM_NW]Proposal 14: If model management / control is performed by network, network can configure UE to report the applicable condition fulfilment or not.
Conclusion
In this contribution, we discuss AI/ML model delivery methods, and have the following observations:
Observation 1: New RRC message and procedure are required to support AI model delivery in uplink using solution 1a.
We propose the following:
Proposal 1: Partial model update is not an area to compare model transfer options.
Proposal 2: Whether to support partial model update during model transfer can be decided in WI phase.
Proposal 3: Leave the study and evaluation of solutions involving CN entities other than LMF (i.e. solution 2a/2b) to other groups.
Proposal 4: Model transfer/delivery can be initiated by gNB and LMF (if model delivery from LMF to UE is supported), but not by UE.
Proposal 5: RAN2 to discuss whether existing measurements are sufficient to help gNB/LMF to detect/predict change of scenarios/configurations for initiation of model delivery.
Proposal 6: Model delivery solution shall support both downlink and uplink.
Proposal 7: Following aspect of solution 1a should be considered when comparing AI/ML delivery options:
· New RRC message and procedure are required to support AI model delivery in uplink.
Proposal 8: New layer on top of PDCP can be introduced to support UP AI model delivery between UE and gNB. The work can be done within RAN2.
Proposal 9: For A7 aspect of solution 1b, QoS management is up to gNB implementation. In the comparison table, remove the “RAN specification impact” part, and modify the “Current status” part to “QoS management at gNB can be handled by gNB implementation”.
Proposal 10: AI/ML Model transfer/delivery from LMF to UE is supported. The existing LPP message can be used for LMF to provide AI model to UE, for example, the LPP ProvideAssistanceData or LPP RequestLocationInformation message can be considered. 
Proposal 11: For AI/ML model transfer/delivery from LMF to UE, both solution 3a and 3b are supported.
Proposal 12: When inference is performed by UE and the AI model comes from UE OTT server, UE may provide the AI model information/function to LMF for LMF to manage AI models. The existing LPP message, for example, the LPP ProvideCapabilities can be considered.
Proposal 13: If model management / control is performed by UE, UE evaluates the applicable condition (with potentially additional condition provided by network) of AI model/functionality and activate/deactivate/switch AI model/functionality accordingly.
Proposal 14: If model management / control is performed by network, network can configure UE to report the applicable condition fulfilment or not.
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