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Introduction 
This paper discusses three remaining issues on BSR, namely, the range of the new BSR table, rule for use of truncated Refined BSR MAC CE, and long BSR for single LCG.
Discussion
Range of the new BSR table
On the choice of the maximum of the new BSR table, in the post meeting email discussion [POSST#123bis][024][XR], the views of most companies were split between two choices:  reuse of the maximum of the legacy BSR table vs derive it based on the maximum bit rate and min frame rate of UL XR traffic (provided in XR SI TR 38.838). 
Proponents for reusing the legacy maximum argued that it would help minimize specification efforts and allow it to be used for traffic other than XR. Although this view has some merits in it, we think it would inevitably increase the quantization error of the new BSR table but this increase is not well justified. The primary goal for the new BSR table should be to benefit XR traffic first. Benefits for other types of traffic should be secondary and the “by-product” of this enhancement. To focus more on benefiting XR traffic, the range of the new BSR table should better match the range of frame sizes of XR traffic. 
Observation 1. 	Reusing the legacy maximum buffer size would unnecessarily increase the quantization error of the new BSR table for XR traffic.
On the other hand, we do not need to strive to match all possible XR frame sizes, because not every frame size has the same probability of occurrence. Since XR frame sizes follow approximately truncated Gaussian distribution, extreme sizes on either end of the range occurs with very low probability. Hence excluding them from the new BSR table would have negligible impact on the quantization error. However, including them in the new BSR table would considerably increase the range and thus the quantization error. Clearly, we need to find a good balance between quantization error and range for the new table. 
Observation 2. 	Excluding extreme small/large sizes in the new table would have negligible impact on the overall quantization error, because they do not occur often. 
In our previous contributions (e.g. [1]), we have explained how to use the maximum bit rate and minimum frame rate to derive the maximum buffer size. Based on the arguments in [2], additional factors can be taken in account in those derivations: 
· Variations due to truncated Gaussian distribution. According to TR 38.838, a factor of 1.5 can be added on top of the mean of the distribution to derive the maximum. 
· There can be multiple PDU sets in the buffer at the same time. For UL-centric XR traffic, typical delay requirement is about 50 msec. Given that the frame rate used in the calculation of the maximum buffer size is 24 fps, on average the maximum number of frames in the buffer is (1 + 0.17) frames, as illustrated in Figure 1. 


Figure 1. Buffer size in unit of frames vs time for 24 fps and 50 msec delay budget
Therefore, the maximum buffer size for the new table can be derived as follows:
= 1.5 x 1.17 x 150Mbps (max bit rate) /8/ 24 (minimum frame rate) = 1,371,093 bytes.
Proposal 1.  	Set the maximum of the new BSR table to 1,371,093B, which is the product between maximum bit rate and minimum frame rate, multiplied by a factor of 1.8 to account for multiple frames in buffer and variations in frame size.
For the minimum buffer size, as explained in [1], there are three options. But before we divide into the numerical comparison between them, we first make an observation on how to perform a fair, consistent comparison between different ranges of tables.
We think a fair objective is to reduce the overall quantization error averaged over the entire range of possible XR buffer sizes. The reason is that on one hand, if the new BSR table has a narrow range, it can have a very low quantization error. But UE has to use the legacy table for more buffer sizes. Hence the overall quantization error for all buffer sizes will not be low (i.e. closer to the legacy one). On the other hand, if the new BSR table has a wide range and more buffer sizes can use it, it is hard to reduce its quantization error because of its wide range. Hence a low level of overall quantization error cannot be achieved either. 
Mathematically, this overall quantization error can be expressed as (QE = quantization error)
QE of legacy table x Bmin/Bmax + QE of the new table x (Bmax – Bmin)/Bmax
where Bmin and Bmax are the minimum and maximum of the new BSR table, respectively.
Observation 3. To have a fair comparison between quantization errors of different BSR tables, one needs to compare both the quantization error of the new table and the overall quantization error averaged over all possible XR buffer sizes.
In Option 1 for determining the minimum buffer size, one may simply set the minimum to the product between minimum bit rate and maximum frame rate, multiplied by a factor due to Gaussian distribution (similar to what’s done for the maximum above). In TR 38.838, the factor to derive the minimum based on the average is 0.5. Following this approach, one can obtain the following:
· The minimum buffer size = 0.5 x 10 Mbps/8/ 240 fps = 2,604 bytes. 
· The resulting quantization error for the new table itself is 2.5%.
· The overall quantization error averaged over all buffer sizes is 2.6%. 
Option 2 is what was proposed by some companies in the post email discussion, i.e. if Bmin is very small, just set it to 0. In that case, one may find that 
· The quantization error of the new BSR table itself becomes 5.7%
· And the overall quantization error is the same as that of the new table, because they have the same range. 
One may notice that this is a significant increase from 2.5% (more than double) and very close to the legacy quantization error of 6.5%. The reason for this big jump is because of the special characteristic of exponential distribution: it allocates more code points in the low end of buffer size table.  But low end is not the region where the enhancement should focus on. Therefore, we do not think it is a good idea to set the minimum buffer size to 0. 
Observation 4. Setting the minimum buffer size to 0 results in many code points being concentrated at the low end of the buffer size table. This yields little improvement in terms of quantization error compared to the legacy.
Option 3 is based on the observation that there exists an optimal buffer size which minimizes the over quantization error, for reasons explained earlier (Observation 3).  Based on the steps outlined in [1], this optimal point can be numerically derived. By using the maximum buffer size of 1,371,093 bytes, one may find that
· This optimal minimum buffer size is 93,109 bytes.
· The quantization error of the new table itself is 1.0%.
· The overall quantization error averaged over all possible XR buffer sizes is 1.4%. 
In summary, the quantization errors of the three options are tabluated below:
	
	Option 1
	Option 2
	Option 3

	Quantization error of the new BSR table
	2.5%
	5.7%
	1.0%

	Overall quantization error
	2.6%
	5.7%
	1.4%


Among the three options, it is clear that Option 3 has the best performance.  We therefore suggest that
Proposal 2.  	The minimum buffer size in the new table is 93 KB, which minimizes the overall quantization error averaged over all possible XR buffer sizes.
Conditions for the use of truncated Refined BSR MAC CE
In the post meeting email discussion ([POST#123bis][024][XR]), most companies support to have a truncated version of the Refined BSR MAC CE. But it remains an open question when and how this truncated Refined BSR MAC CE may be used. 
First, as the truncated version of the Refined MAC CE, it must contains all the headers of the latter, i.e. the MAC subheader (1 byte), LCG bitmap (1 byte), and BSR table bitmap (1 byte). In addition, it does not sense if the truncated Refined BSR MAC CE does not contain any buffer size fields, because otherwise the BSR table bitmap is useless and the legacy truncated BSR MAC CE should be used instead. In addition, at least one of the included LCG will use the new BSR table to report its buffer size (i.e., it is allowed to use the new table and its buffer size is within the range of the new table). Because otherwise there is no need to include the BSR table indicator bitmap in the MAC CE. 
Therefore, we think the first rule should be that 
Proposal 3. 	If truncated Refined BSR MAC CE is supported, UE may use it only if the MAC PDU has enough bytes to include buffer size of at least one LCG and at least of the included LCGs uses the new BSR table to report its buffer size.
Second, UE needs to decide which truncated MAC CE to use if there is enough space to accommodate either type of MAC CEs. Let us first consider two examples. In both examples, suppose there are 4 bytes available. Hence the legacy truncated BSR MAC CE can include buffer sizes of the first two LCGs, but the truncated Refined BSR MAC CE can include at most one LCG. 
· In the first example, suppose the highest priority LCG which has data has only a small amount of data (e.g. pose update), and the second LCG is associated with video flow and has a large amount of data. Then in this case, it is clear that UE is better off by sending the legacy truncated BSR MAC CE, because the buffer size of the video flow can be reported. Whereas if the truncated Refined BSR MAC CE is used, the buffer size of the video flow can’t be reported.
· In the second example, suppose the first LCG is associated with video and has a large amount of data but the second LCG has only small amount of data. Then in this case, it is more beneficial for network if the truncated Refined BSR MAC CE is used, because although it reports less number of LCGs than the legacy one, it can provide network with more accurate buffer size information on high priority flows. Whereas if the legacy truncated BSR MAC CE is used, it only provides marginal benefits, because the 2nd LCG has only small amount of data. 
From these two examples, one can see that the choice between these truncated MAC CEs may depend on multiple factors, e.g. buffer sizes of LCGs, their priorities, etc. Instead of trying to discuss and develop a complicated rule based on these factors, we think it is easiest just to leave it to UE implementation. 
Proposal 4. 	If a MAC PDU meets the criteria to include either legacy truncated BSR MAC CE or the truncated Refined BSR MAC CE, it is up to UE implementation which one to use. 
In legacy, if more than one LCG has data available for transmission, long BSR is used. Otherwise, short BSR is used. This design may be fine for typical eMBB traffic but may deserve a different consideration for XR. 
It is common for a UL-centric XR application to consist of one high data rate flow (e.g. video) and then a few low rate flows (e.g. control, pose update, etc). Hence in significant percentage of time there is only one LCG (e.g video) has data available in UE’s buffer. As a result, it would be very inefficient if only short BSR can be used in this case. 
Proposal 5. 	UE can use long BSR if there is only one LCG with data available. 
Conclusion
Range of BSR table
Observation 1. 	Reusing the legacy maximum buffer size would unnecessarily increase the quantization error of the new BSR table for XR traffic.
Observation 2. 	Excluding extreme small/large sizes in the new table would have negligible impact on the overall quantization error, because they do not occur often.
Proposal 1.  	Set the maximum of the new BSR table to 1,371,093B, which is the product between maximum bit rate and minimum frame rate, multiplied by a factor of 1.8 to account for multiple frames in buffer and variations in frame size.
Observation 3. To have a fair comparison between quantization errors of different BSR tables, one needs to compare both the quantization error of the new table and the overall quantization error averaged over all possible XR buffer sizes.
Observation 4. Setting the minimum buffer size to 0 results in many code points being concentrated at the low end of the buffer size table. This yields little improvement in terms of quantization error compared to the legacy.
Proposal 2.  	The minimum buffer size in the new table is 93 KB, which minimizes the overall quantization error averaged over all possible XR buffer sizes.
Conditions for the use of Truncated BSR MAC CE
Proposal 3. 	If truncated Refined BSR MAC CE is supported, UE may use it only if the MAC PDU has enough bytes to include buffer size of at least one LCG and at least of the included LCGs uses the new BSR table to report its buffer size.
Proposal 4. 	If a MAC PDU meets the criteria to include either legacy truncated BSR MAC CE or the truncated Refined BSR MAC CE, it is up to UE implementation which one to use. 
Long BSR for single LCG
Proposal 5. 	UE can use long BSR if there is only one LCG with data available. 
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