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Introduction
For Mission Critical (MC) UEs there are strict latency requirements. When RAN is not congested, it is preferred to keep mission critical UEs in RRC_CONNECTED, to avoid delay and potential data loss. But also during congestion it is preferred to release non-mission critical UEs first. 
[bookmark: _Toc242573354]Background
SA6 LS
SA6 expressed concerns about potential data loss after a silent period [1]:
· Due to inactivity during a silent period the CN may deactivate the session and then RAN may decide to release the UE to RRC_IDLE or RRC_INACTIVE. Or during an active session, the RAN may release the UE to RRC_INACTIVE due to data inactivity. 
· When the session is activated again or RAN receives new data, it may take some time before all UEs are paged and all UEs have returned to connected mode. Some UEs may not receive the first transmissions after activation. 
SA2 discussions
SA2 discussed possible solutions during SA2#156-e:
1. MB-SMF notifies Application Function (AF) of the MBS Session deactivation
2. MB-UPF buffers the MBS data
3. AF requests MB-SMF to suppress MBS Session deactivation
4. MB-SMF suppresses MBS Session deactivation based on 5QI values (for MC sessions)
But no agreements were reached and the topic was postponed to SA2#157 [2]. 
5QI values for Mission Critical
The 5QI values defined for mission critical services can be found in table 5.7.4-1 in TS 23.501 (System architecture for the 5G System, Stage 2): 
Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping
	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error
Rate 
	Default Maximum Data Burst Volume
	Default
Averaging Window
	Example Services

	65
	
	7
	75 ms
	10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g. MCPTT)

	66
	
	20
	100 ms
	10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67
	
GBR
	15
	100 ms
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	69
	
	5
	60 ms
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g. MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as 5QI 6/8/9)


The latency requirements are quite strict, and they do not allow for possible paging, access and DRB establishment delays. 
MCPTT latency requirements
The end-to-end latency requirements for Mission Critical Push To Talk (MCPTT) can be found in section 6.15.3 in TS 22.179 (MCPTT; Stage 1):
· For MCPTT Users, one of the most important performance criteria is the MCPTT Access time (KPI 1). The MCPTT Access time is defined as the time between when an MCPTT User request to speak (normally by pressing the MCPTT control on the MCPTT UE) and when this user gets a signal to start speaking. This time does not include confirmations from receiving users.
· The End-to-end MCPTT Access time (KPI 2) is defined as the time between when an MCPTT User requests to speak (normally by pressing the MCPTT control on the MCPTT UE) and when this user gets a signal to start speaking, including MCPTT call establishment (if applicable) and possibly acknowledgement from first receiving user before voice can be transmitted. Group calls can be set up with or without acknowledgements from receiving users. 
· NOTE: The End-to-end MCPTT Access time (KPI 2) is not applicable for an MCPTT Group transmission call setup when no acknowledgement is requested from any Affiliated MCPTT Group Member.
· The Mouth-to-ear latency (KPI 3) is the time between an utterance by the transmitting user, and the playback of the utterance at the receiving user's speaker. Figure 6.15.3.1.1 illustrates the MCPTT Access time and Mouth-to-ear latency.
[image: ]
· [R-6.15.3.2-012a] For group and private calls where the call is already established, the MCPTT Service shall provide an MCPTT Access time (KPI 1) less than 300 ms for 95% of all MCPTT PTT Requests.
· [R-6.15.3.2-014] For group calls where automatic acknowledgement is requested from the UEs of the affiliated MCPTT group members, the MCPTT Service shall provide an End-to-end MCPTT Access time (KPI 2) less than 1000 ms for users under coverage of the same network.
· [R-6.15.3.2-015] The MCPTT Service shall provide a Mouth-to-ear latency (KPI 3) that is less than 300 ms for 95% of all voice bursts.
Discussion
Multicast reception in RRC_INACTIVE and latency
The main KPI requirements for MCPTT can be summarized as:
· KPI 1 (< 300 ms 95%): latency between pushing the talk button and receiving signal to speak
· KPI 2 (< 1000 ms in coverage): same as KPI 1 but including call setup and ACK from first receiver 
· KPI 3 (< 300 ms 95%): latency between start talking and first playback on receiving speaker
These KPIs become challenging/impossible when paging is involved and typical DRX cycles of 640 ms or 1.28 sec are used: 
[image: ]
For KPI 2 there is a delay budget of 1 sec. It is not the resume latency (20-50 ms) but the paging latency to send an acknowledgement that somebody is listening which is the challenging part. SA6 clarified that the latency requirements also apply to the first packets [3]. Even when a DRX cycle of 640 ms is configured, the UE may miss the first page at the cell border (with a low probability). Potentially mission critical UEs could be suspended to RRC_INACTIVE with a (very) short DRX cycle (e.g. 320 ms). But then the question arises whether the UE should be kept in RRC_CONNECTED with a longer DRX cycle. 
[image: ]
For UEs that are receiving multicast in RRC_INACTIVE there is also a paging latency to be considered when the UE has received a notification to stop monitoring the G-RNTI and new audio data arrives again:
Observation: Dependent on the DRX configuration in RRC_INACTIVE, it is challenging or not possible to meet the latency requirements for MCPPT when the UE is receiving multicast in RRC_INACTIVE.
See also the RAN2 response to SA2 on paging delays [4].
Data inactivity in RAN
When there is data inactivity for an active session the RAN may release the UE to RRC_INACTIVE and page the UE again when there is new data. However, dependent on the configured DRX cycle there can be problems to meet the latency/loss requirements for MCPTT. 
The mission critical KPI requirements can be met when the UE is kept in RRC_CONNECTED when it has joined a mission critical MBS session. SA6 indicated to prioritize the KPI requirements over other requirements such as power saving [3]: 
Proposal 1: Clarify that MCPTT latency and loss requirements can be met by gNB implementation.
Proposal 2: Add a NOTE to section 16.10.5.2 in 38.300:
NOTE:	The gNB may decide, based on the mission critical 5QI value(s) for the QoS flow(s) (as specified in TS 23.501 clause 5.7.4) to not release a UE when it has joined a mission critical MBS session to ensure that packet loss and delay requirements are met (as specified in TS 22.179 clause 6.15.3).
In Rel-17 the gNB should also not release a mission critical UE to RRC_IDLE when the session is deactivated, i.e. the CN paging delay may cause packet loss and delay:
Proposal 3: Add the NOTE in 38.300 for Rel-17 and Rel-18.
A TP is provided in the Annex for discussion and agreement.
[bookmark: _Toc242573360]Summary
[bookmark: _Toc242573361]RAN2 is kindly asked to discuss a possible clarification for mission critical UEs in 38.300
Proposal 1: Clarify that MCPTT latency and loss requirements can be met by gNB implementation.
Proposal 2: Add a NOTE to section 16.10.5.2 in 38.300:
NOTE:	The gNB may decide, based on the mission critical 5QI value(s) for the QoS flow(s) (as specified in TS 23.501 clause 5.7.4) to not release a UE when it has joined a mission critical MBS session to ensure that packet loss and delay requirements are met (as specified in TS 22.179 clause 6.15.3).
In Rel-17 the gNB should also not release a mission critical UE to RRC_IDLE when the session is deactivated, i.e. the CN paging delay may cause packet loss and delay:
Proposal 3: Add the NOTE in 38.300 for Rel-17 and Rel-18.
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[bookmark: _Toc130939026]16.10.5.2	Configuration
A UE can receive data of MBS multicast session only in RRC_CONNECTED state. If the UE which joined a multicast session is in RRC_CONNECTED state and when the multicast session is activated, the gNB may send RRCReconfiguration message with relevant MBS configuration for the multicast session to the UE.
When there is temporarily no data to be sent to the UEs for a multicast session that is active, the gNB may move the UE to RRC_INACTIVE state. When an MBS multicast session is deactivated, the gNB may move the UE to RRC_IDLE or RRC_INACTIVE state. gNBs supporting MBS use a group notification mechanism to notify the UEs in RRC_IDLE or RRC_INACTIVE state when a multicast session has been activated by the CN. gNBs supporting MBS use a group notification mechanism to notify the UEs in RRC_INACTIVE state when the session is already activated and the gNB has multicast session data to deliver. Upon reception of the group notification, the UEs reconnect to the network or resume the connection and transition to RRC_CONNECTED state. The group notification is addressed with P-RNTI on PDCCH, and the paging channels are monitored by the UE as described in clause 9.2.5. Paging message for group notification contains MBS session ID which is utilized to page all UEs in RRC_IDLE and RRC_INACTIVE states that joined the associated MBS multicast session, i.e., UEs are not paged individually. The UE stops monitoring for group notifications related to a specific multicast session, i.e., stops checking for the MBS session ID in the Paging message, when the UE enters RRC_CONNECTED state. The UE does not monitor for group notifications for these cases, i.e., once this UE leaves this multicast session or the network requests the UE to leave, or the network releases the multicast session.
NOTE:	The gNB may decide, based on the mission critical 5QI value(s) for the QoS flow(s) (as specified in TS 23.501 clause 5.7.4) to not release a UE when it has joined a mission critical MBS session to ensure that packet loss and delay requirements are met (as specified in TS 22.179 clause 6.15.3).
If the UE in RRC_IDLE state that joined an MBS multicast session is camping on the gNB not supporting MBS, the UE may be notified by CN-initiated paging where CN pages each UE individually due to session activation or data availability, as described in clause 9.2.5. If the UE in RRC_INACTIVE state that joined MBS multicast session is camping on the gNB not supporting MBS, the UE may be notified individually by RAN-initiated paging due to session activation or data availability, as described in clause 9.2.5.
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