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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1].  The SI consists of studying individual use cases as well as deriving a general framework for AI/ML [1,2].

Per [TR] summarizing RAN1 agreements, there have been two main modesl to introduce AI/ML in RAN features, namely functionality-based LCM and model-ID based Life Cycle Management schemes (LCM). 

In this contribution, we explore how the functionality-based LCM and Model-ID-based can be implemented in RAN2 specification, after a brief review of these schemes.

2. Background
The following explanations try to capture the essence of the RAN1 terminology over the past year and as used in [14] when describing AI/ML model lifecycles:

· Conditions: The applicability conditions where a model is expected to be used for inference. These conditions do not change.
· For Model-ID-based LCM, the conditions include one more Model-IDs that the UE supports.
· For functionality-based LCM, the conditions are communicated in a manner similar to legacy features (thus “functionality-based LCM”).

· Identified functionalities: Are the resulting capabilities of the UE based on the conditions expressed in the UE capabilities.

· Additional conditions: As the name implies, these are additional conditions that may limit in a more dynamic manner the applicability of the UE’s models. 
· These additional conditions may be provided by the network or by the UE.
· The network may provide “assistance information” to help the UE choose the right models.
· (This bullet is not agreed in RAN1) As the UE is not expected to be able to store all possible models for all network configurations all the time, the UE “internal conditions” should be able to provide additional conditions to signal which models are available. 
· For Model-ID-based LCM, the additional conditions (together with conditions) define the model-ID.
· For functionality-based LCM, the UE can only determine additional conditions based on network assistance information.
· Applicable conditions: Are the identified functionalities adjusted by the additional conditions.
· The applicable conditions define what features can be configured and activated.
· RAN1 has agreed to allow the UE to provide the applicable conditions to the network (See RAN1 in the Appendix).
· The split between "Conditions" and "Additional Conditions" is left to stage 3.



Observation 1: The parallelism between the two LCMs that can be described pictorially: 
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Figure 1 Parallelism between functionality and model-ID  based LCMs
As can be seen in Figure 1, there is an easy mapping between functionality-based and Model-ID-based LCMs. Let’s see how we map them to RAN2 framework.
3. Mapping RAN1 to RAN2 framework
Taking the previous section and expressing it in terms closer to RAN2:  
· For functionality-based LCM, 
· “Conditions” are used to define “Identified functionalities”. 
· “Conditions” and “internal conditions determine “Applicable conditions”. 
· “Applicable Conditions” can be communicated to the network (e.g. UAI) using functionalities.
· The network may provide “Assistance Information” to help the UE determine the “Applicable Conditions” internally. This helps the UE determine which model to run.
· This is still under discussion in RAN1, and always an optional part of a feature standardization in RAN2.
· For Model-ID-based LCM:
· “Conditions” and "Additional Conditions" are used to define Model IDs. 
· “Conditions” and “Model IDs” are used to signal “Identified Functionalities” (aka UE Capabilities) and “Applicable Conditions” (e.g. UAI).
· “Applicable Conditions” can be communicated to the network (e.g. UAI).
· “Model IDs” are used by the network to configure the UE.
· The split between "Conditions" and "Additional Conditions" is left to stage 3.

With the explanation provided above, we can make the following assignments when trying to implement the RAN1 LCMs in RAN2 specifications:

	RAN1 Functionality-based
	RAN2 framework
	RAN1 Model ID-based

	“Identified functionalities”
expressed using “conditions”.
	UE Capabilities
	“Identified Functionalities”
expressed using “conditions” and “Model IDs”.

	“Applicable conditions” 
derived from “conditions” and “internal conditions expressed as functionality”.
	A message from the UE
(UAI or UAI-like message)
	“Applicable Conditions” 
derived from “conditions” and “internal conditions” expressed as Model IDs”.

	Network Assistance information sent separately than the configuration 
(under discussion)
	Messages from gNB
(Configuration,Indication,Order)
	Network Assistance is implied in the choice of Model ID in the configuration

	Activated feature 
	Activated feature
	Activated feature


[bookmark: _Ref146757997]Table 1 Implementing RAN1 LCMs into RAN2 framework
Proposal 1: Adopt Table 1 mapping to implement RAN1’s functionality-based LCMs and Model-ID-based LCMs in the existing RAN2 framework.

The effect of “additional conditions” is not spelled out in the table above, and can be seen in Figure 2, as an action to change the applicable conditions/models.
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[bookmark: _Ref146814557][bookmark: _Ref146757522]Figure 2 Mapping RAN1 to RAN2


4. Merging functionality and Model-ID-based LCMs
It is traditional in RAN2 that each of the feature capability, configuration, monitoring, and the eventual assistance information are formed for multiple parameters, some of them optional.
Applying that logic to Table 1, we can observe that the model IDs can be additional, optional parameters to functionality-based features.
Observation 2: In Table 1, Model IDs are incremental information compared to functionality-based LCM.
Both functionality-based or model-ID-based features will have parametrization beyond the strict functionality description and the model-IDs, such as how many instances can be run together over how many carriers, and in combination with which features.
The promise of AI/ML is to introduce enhancements to features using new data sets from the field that are not available at standardization time.
As the understanding of the data evolves or as the data distribution changes, the ability to retrain the models is crucial to claim the support of AI/ML.
If the UE can update and models autonomously without network assistance, there is no need for 3GPP involvement and no need to implement a standard-based AI/ML feature. 
Observation 3: The UE would only implement a standard-based AI/ML feature if the UE gets assistance information from the network.
The assistance information to the UE can be communicated generally in two different ways: 
· In Model-ID-based LCM, using a model-ID
· In functionality-based LCM, using assistance information.
In either case, it is a set of bits, whose meaning is not pre-defined by 3GPP but mapped to data sets. That identifier could be a location identifier, a beam configuration identifier, a model family identifier or a model identifier. The identifier itself is a stage 3 detail.

Proposal 2: Merge the Functionality-based LCM and Model-ID-based LCM in one implementation in RAN2. The details of the IDs is left to stage 3.

5. RAN1 Variation on RAN2 traditional signalling
Based on the RAN1#112bis-emeeting agreements, the following options are possible for applicable condition indications
· Alt-1: Applicable functionalities / additional conditions are indicated after the configuration of functionalities at the UE. Applicable functionalities are used for determining which functionality to activate among configured functionalities, for a given use case. 
· Alt-2: Applicable functionalities / additional conditions are indicated before the configuration of functionalities at the UE. Applicable functionalities are used for determining the functionality configuration. 
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Observation 3: Existing RAN2 procedures follow Alt-2 logic.

Currently, the UE does not accept a configuration that it cannot comply with immediately when every “sub-feature” is activated. 


Proposal 3: As a baseline, the UE only accepts a functionality configuration that it can comply with immediately (Alt-2). It is left for stage 3 discussion whether the UE will accept a configuration that it cannot comply with immediately (Alt-1).


6. Conclusions 
We propose that:
Proposal 1: Adopt the following mapping to implement RAN1’s functionality-based LCMs and Model-ID-based LCMs in the existing RAN2 framework.
	RAN1 Functionality-based
	RAN2 framework
	RAN1 Model ID-based

	“Identified functionalities”
expressed using “conditions”.
	UE Capabilities
	“Identified Functionalities”
expressed using “conditions” and “Model IDs”.

	“Applicable conditions” 
derived from “conditions” and “internal conditions expressed as functionality”.
	A message from the UE
(UAI or UAI-like message)
	“Applicable Conditions” 
derived from “conditions” and “internal conditions” expressed as Model IDs”.

	Network Assistance information sent separately than the configuration 
(under discussion)
	Messages from gNB
(Configuration,Indication,Order)
	Network Assistance is implied in the choice of Model ID in the configuration

	Activated feature 
	Activated feature
	Activated feature



Proposal 2: Merge the Functionality-based LCM and Model-ID-based LCM in one implementation in RAN2. The details of the IDs are left to stage 3.

Proposal 3: As a baseline, the UE only accepts a functionality configuration that it can comply with immediately (Alt-2). It is left for stage 3 discussion whether the UE will accept a configuration that it cannot comply with immediately (Alt-1).

 

7. Appendix: RAN1 agreements on reporting the applicable conditions

This is a summary of the RAN1 agreement evolution with regard to the applicable conditions.

	RAN1 #112-bis-e
Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

RAN1 #113

Agreement
For functionality/Model-ID-based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
 
Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.


RAN1 #114

Agreement
Conclude that applicable functionalities/models can be reported by UE.
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