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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include RAN2-led objectives:
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

RAN2 should study how the life cycle management (LCM) for a given AI/ML model can be supported by existing Uu signaling and procedures and if any enhancements are needed, specifically in the areas of model delivery/updates, data collection, and model monitoring. This contribution discusses the data collection aspects of an AI/ML framework applied to the NR air interface. 
Data collection framework 
The 5G industry trends which enable network virtualization and deployment of low-latency/high bandwidth services are also making application of power Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, and processing requirements (including requirements on data aggregation or co-location with different nodes/functions).  

[bookmark: OLE_LINK10][bookmark: OLE_LINK3]In order to support data collection for AI/ML model training, extensive data from UEs and/or gNBs may be transferred either within the RAN or to a dedicated location for processing and model training (e.g. OAM). 

RAN2 made the following observation in RAN2#122:
P1a: For the LS to RAN1 on data collection requirement, inform RAN1 that the reply should be per use case and per LCM purpose (i.e., Model training, inference and monitoring), and LCM sidedness should also be considered. 
RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
- For model inference of UE-sided model, input data for model inference is available inside the UE.
- For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
P2a: LS to ask RAN1 to provide the required data content per use case and per LCM purpose, when available, and to what extent said data would / should be specified (in detail).
P2b: LS to ask RAN1 about the reporting type (e.g., periodic, event triggered, other) of the identified data content. 
P3: LS to ask RAN1 about the typical size (value or value range) of the identified data content. 
P4a: For the latency requirement of data collection, RAN2 assumes:
- for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
- for model inference, when required data comes from other entities, there is a latency requirement for data collection
- for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.
P4b: LS to RAN1 to confirm the WA (in P4a) on the latency requirement, and ask RAN1 about the typical latency requirement (value or value range) to transfer the identified data content. 
P6a: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.
P6b: LS to RAN1 to confirm the WA (in P6a) on RRC state of data collection. 
P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes:
For CSI enhancement and beam management use cases:
- For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
- For NW-sided model inference, input data can be generated by UE and terminated at gNB.
- For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
- For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
For positioning enhancement use case:
- For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
- For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
- For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
- For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF.
P5b: LS to RAN1 to confirm the WA (in P5a) on the generation entity and termination entity of the identified data content and ask for supplement, if any.

One aspect that was not agreed during RAN2#122 was whether the network (e.g. gNB) could provide data/assistance information to a UE for the purpose of model performance monitoring at the UE side. While the UE will certainly have the ability to generate many metrics directly which are related to the model implementation, it does not have direct access to any metrics related to the utilization of model inference actions (e.g. CSI/BM feedback) at the gNB, or impact on the performance due to system aspects (e.g. interference, scheduler metrics, resource utilization). Based on the functionality supported by the model and any meta info provided, the gNB could potentially be aware of the metrics used by the UE for its model monitoring and provide feedback which could be optionally used at the UE as part of its internal metrics.

Proposal 1: For model monitoring at UE side, performance feedback could be generated by gNB and terminated at the UE. 

RAN2 should study the drawbacks of existing data collection procedures and define requirements which are optimized for existing AI/ML approaches and can be extended to future use cases. Existing air interface measurement collection frameworks (including MDT) are not optimized for AI/ML applications since they lack the flexibility to adapt to different scenarios and use cases and would require either significant over-collection and subsequent filtering/processing at the device/data collection entity to extract the relevant information, or require frequent and almost dynamic parameter reconfigurations to ensure that relevant data is obtained when a scenario of interest is either recreated during testing or observed in the field for model retraining. 

Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 


In particular for training and model monitoring, the applicable conditions for use of a given model or set of models which have similar functionality may be very scenario dependent (e.g. indoor/outdoor, stationary/mobility, specific locations/sites) and this information should be captured as part of the data collection process, even if the underlying information used for the model inference (e.g. CQI, beam management reports, etc.) does not usually include those aspects in the existing data collection methods or measurement reports considered as part of the Rel-18 study. 

Proposal 2: Data collection requirements for offline training as well as model monitoring should support flexible selection of data type/format to support one or more use cases, including OAM-centric data collection. 

Also, given that models will continue to be refined over time, different approaches may require different types of information with different granularities/data collection intervals (even for the same use case). 

Proposal 3: Data collection requirements for offline training as well as model monitoring should include procedures with network-configurable parameters (e.g. OAM/gNB) for controlling the timing and time duration of the data collection. 

Conclusion
In this contribution, we discussed the data collection framework of AI/ML applied to the NR air interface. The following proposal was made:
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Proposal 1: For model monitoring at UE side, performance feedback could be generated by gNB and terminated at the UE. 

Proposal 2: Data collection requirements for offline training as well as model monitoring should support flexible selection of data type/format to support one or more use cases, including OAM-centric data collection. 

Proposal 3: Data collection requirements for offline training as well as model monitoring should include procedures with network-configurable parameters (e.g. OAM/gNB) for controlling the timing and time duration of the data collection. 
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