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1. Introduction
RAN2 reached agreements regarding Model ID as following:
	RAN2 #119b
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
RAN2 #119b
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
RAN2 #121
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 
RAN2 #121bis
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK183][bookmark: OLE_LINK184](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS



In this contribution, we discuss architecture general related to the model ID and mapping of functionality to entities focusing on the CSI/beam prediction use case.
2. Discussion 
2.1 Model ID Use Cases
From the LCM perspective, if multiple models are configured for single/multiple functionality, different model should be assigned a different model ID. 
There are scenarios where the model ID is necessary for model management as follows:
Scenario 1) When the location of model training and model inference is different:
· Model ID is included along with the model-related configuration (model transfer/delivery) from model training site.
· Model ID is included in model inference results from model inference site. 
· Model ID and model inference results can be referred to model training in model training site. 
· There are two use cases:
· NW-sided training / UE-sided inference
· UE-sided training / NW-sided inference : it can be deprioritized
Scenario 2) When the location of model inference and model monitoring is different:
· Model ID is included in the model inference results from model inference site.
· Model ID and the model inference results can be referred to the model monitoring for activation/deactivation/switching of the corresponding model in model monitoring site.
· There are two use cases:
· UE-sided inference / NW-sided monitoring
· NW-sided inference / UE-sided monitoring
Scenario 3) When the location of model monitoring and model training is different:
· Model ID is included in the model monitoring-related information, e.g., accuracy, performance metric, etc., from model monitoring site 
· Model ID and model monitoring-related information is used for model training in model training site
· There are two use cases:
· UE-sided monitoring / NW-sided training
· NW-sided monitoring / UE-sided training
	        NW  
UE
	Model Training
	Model Inference
	Model Monitoring

	Model Training
	NA
	Deprioritize
	Network to UE:
- Model monitoring results with model ID, e.g., performance metric 
- Model management with model ID, e.g., model (de)activation

	Model Inference
	Network to UE:
- Model transfer/delivery with model ID

UE to Network:
- Model inference data (output) with model ID
	NA
	Network to UE:
- Model monitoring results with model ID, e.g., performance metric 
- Model management with model ID, e.g., model deactivation

UE to Network
- Model inference data(output) with model ID

	Model Monitoring
	Network to UE:
- Model update with model ID

UE to Network:
- Model monitoring results with model ID, e.g., performance metric 
- Model management result with model ID, e.g., model switching

	Network to UE:
- Model inference data(output) with model ID

UE to Network:
- Model monitoring results with model ID, e.g., performance metric 
- Model management result with model ID, e.g., model switching

	NA


<Table 1. Model ID usage cases per each scenario for CSI/Beam prediction use cases>
For example, in the case of a combination of sceanrio1 and scenario 2, the network and the UE can operate as follow:
[image: ]
<Figure 1. signaling procedures with model LCM>
Step 0. The Network sends beam resource configuration and report configuration for model training.
Step 1. The UE performs measurement and sends the measurement results.
Step 2. The network performs model training for several models. [Model Training]
Step 3. The network transfer models with model IDs and sets model related configurations for multiple models. Each model configuration can have beam resource configuration and report configuration for model inference. Each model configuration can have report configuration for the calculation of performance metric for model monitoring.
Step 4. The network sends model activation command with a model ID.
Step 5. The UE sends model inference results with model ID. [Model Inference]
Step 6. The network can facilitate the inference result for training the model indicated by model ID [Model Training]
Step 7. The UE sends a report related to model monitoring configuration with model ID.
Step 8. The network recognizes the model based on the model ID and evaluates the model based on the report related to model monitoring. The network can also use model inference results for model monitoring. [Model Monitoring]
Step 9a. The network sends model deactivation/switching command with the model ID.
Step 9b. The network sends model update configuration with the model ID.
[bookmark: _Hlk131770823]Therefore, it is proposed to study each scenario or combination of scenarios for requiring Model ID configuration to define why a model ID is needed and how it is used.
[bookmark: _Hlk131780808]Proposal 1. To consider each scenario and/or combination of scenarios whether model ID is necessary and how it is used.
· Scenario 1) The location of model training and model inference is different
· Scenario 2) The location of model inference and model monitoring is different
· [bookmark: _Hlk134474022]Scenario 3) The location of model monitoring and model training is different 
As a starting point, RAN2 can study above scenario that requires Model ID. Also, we can capture the above table in TR for further discussion with the consensus in RAN2.
Proposal 2: Capture the table of P1 that requires Model ID into the TR as Annex
3. Conclusion
[bookmark: OLE_LINK5]Proposal 1. To consider each scenario and/or combination of scenarios whether model ID is necessary and how it is used.
· Scenario 1) The location of model training and model inference is different
· Scenario 2) The location of model inference and model monitoring is different
· Scenario 3) The location of model monitoring and model training is different 
Proposal 2: Capture the Table1 that requires Model ID into the TR as Annex 1
4. References
[1] R2-230XXXX RAN2 TP to TR 38.843 (from R1-2306235) v11 Ericsson (Rapp).docx
5. Annex
[bookmark: _Toc135850586]7.3.1	Common framework
7.3.1.1	Model and Functionality Identification	Comment by Lenovo: Text related to functionality identification is missing, which is described in 3.1 and 4.2 as well. 	Comment by Nokia, Nokia Shanghai Bell - Sakira: Agree	Comment by Ericsson (Felipe): As far as we are concerned, there is no clear understanding (or definition) of what functionality identification means, neither in RAN1 nor RAN2. Hence why it is not included. 
To manage or control AI/ML models some metadata about them may be needed. In this regard, and similar to what is captured in clause 4.2, from a RAN2 perspective, it is assumed that this meta information could come in the form of a model ID which can be used to identify an AI/ML model or a set of AI/ML models. RAN2 assumes that a model ID is globally unique, e.g., allowing for proper model training, model validation, and model testing procedures.	Comment by Apple - Peng Cheng: This sentence means meta info is a part of model ID. We doubt whether this is RAN2 common understanding because we think another view in RAN2 is that meta info is supplemental information to model ID (i.e. not part of model ID).  Meanwhile, meta info is not mentioned in Clause 4.2, which is confusing. So, we suggest to remove the whole sentence, and add a EN (e.g. “Editor’s Note: It is FFS on relationship between model ID and meta information”)	Comment by Nokia, Nokia Shanghai Bell - Sakira: 'meta information' is still an open issue. We suggest to wait until we have an agreement.	Comment by Ericsson (Felipe): Peng, this didn't appear to be controversial from our point of views, so let's further discuss this during the meeting. I'm interested in hearing your point of view ☺️	Comment by ZTE-Fei Dong: Support apple’s suggestion	Comment by YuanY Zhang (张园园): Agree with Apple	Comment by ZTE-Fei Dong: The consequence sentence led by ‘so that’ is a little bit weird since the consequence also can be realized in the case of the model Id is not globally unique (e.g. locally unique).. maybe we can directly use the agreement for depict the target of globally unique Model Id:
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified.
Note: Details of model training, validation and testing are out of RAN2 scope.
Editor’s note: It is still FFS in RAN2 how to define (or eventually achieve) uniqueness of model IDs.	Comment by Xiaomi（Xing Yang): Suggest to add EN to say FFS whether to introduce local model ID to reduce signalling overhead	Comment by Lenovo: agree	Comment by Rajeev-QC: Before capturing this, maybe we need to first discuss in RAN2 meeting. At this time, prefer not to capture it as FFS.	Comment by Apple - Peng Cheng: We agree with Xiaomi and Lenovo.
Editor’s note: It is still FFS in RAN2 which other metadata can be used to control or manage AI/ML models (e.g., whether to include vendor information, applicable conditions of models, model performance indicators, etc...).
According to the functional framework in Figure 4.4-1, for a model-ID-based LCM, a model ID can be used within functions (e.g., Inference, Model Storage, Model Training) and for different data/information flows. For example, a model ID could eventually be associated to the selection/(de)activation/switching of a model, or linked to the “Model Transfer/Delivery” information. 	Comment by Apple - Peng Cheng: It will be updated according to conclusion of another document, right?	Comment by Ericsson (Felipe): Yes!
Table 7.3.1.1-1. Model ID usage cases per each scenario for one-sided model
	       NW  
UE
	Model Training
	Model Inference
	Model Monitoring

	Model Training
	NA
	Deprioritize
	Network to UE:
- Model monitoring results with model ID, e.g., performance metric 
- Model management with model ID, e.g., model (de)activation

	Model Inference
	Network to UE:
- Model transfer/delivery with model ID

UE to Network:
- Model inference data (output) with model ID
	NA
	Network to UE:
- Model monitoring results with model ID, e.g., performance metric 
- Model management with model ID, e.g., model deactivation

UE to Network
- Model inference data(output) with model ID

	Model Monitoring
	Network to UE:
- Model update with model ID

UE to Network:
- Model monitoring results with model ID, e.g., performance metric 
- Model management result with model ID, e.g., model switching

	Network to UE:
- Model inference data(output) with model ID

UE to Network:
- Model monitoring results with model ID, e.g., performance metric 
- Model management result with model ID, e.g., model switching

	NA
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