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Introduction
In the previous discussion, RAN2 have summarized a lot of existing candidates framework for the data collection, such as: Immediate MDT, Logged MDT, L3/L1 measurement/report, UAI, early measurement, LPP, etc.
After RAN2#123 meeting , there is an LS-in [2] from RAN1 has been received, in the LS, they confirmed a couple of assumptions regarding the data collection from the part A of RAN2 LS out. Besides, RAN2 also discussed and then obtained the functionality mapping per LCM purpose per use case. With these conclusion from both RAN1 and RAN2, we think it can down-scope the current candidates frameworks by considering the different LCM purposes and use cases.   
This contribution is to discuss the possibly suitable framework that is used for different LCM purposes and different use cases.
Discussion
AI based CSI feedback enhancement
In [2], the assumption for data collection of each LCM purpose is shown as below:
	· For CSI compression enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server 
· For NW-sided model inference NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference UE-part of two-sided model inference, input data is internally available at UEinput data/assistance information can be generated by gNB and terminated at UE.
· For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.




Regarding the model training, in [1], the mapped logical entity is gNB, OAM, OTT server, UE, for discussion easily, the mapped logical entity with an FFS is excluded in this paper.
So the potential terminated point of data collection is shown as below:
1: data collection terminated UE(OTT server) and gNB (OAM)
The candidate framework between UE and gNB is shown as below:
· Immediate MDT
· L3 measurement/report
· L1 measurement/report
· UAI
· Early Measurements
· Logged MDT
All the immediate/logged MDT and L3 measurement, early measurement UAI , are RRC signaling based framework, and L1 measurement is PUCCH based framework are theoretically can fulfill the requirement, however, the UAI is not born as the measurement/report framework, and the early measurement and logged MDT is the measurement procedure for idle/inactive status which has been deprioritized, these two framework to be studied may require more discussion than any others, in this sense, we propose::
[bookmark: _Toc1835][bookmark: _Toc11171][bookmark: _Toc5635]For AI based CSI feedback enhancement, RAN2 assumes L1 measurement framework , immediate MDT, L3 measurement/report can be applied to the data collection of model training for AI based CSI feedback.
Regarding the model inference, in[1], the mapped logical entity is gNB and/or UE,and specifically, according to [2]., the model inference for two sided model, one is NW-part of two-sided model inference, the collected data is generated by UE and terminated at gNB, the other one is UE-part of two-sided model inference, the collected data is generated and terminated at UE side which is non-3gpp specific impact. 
Above all, the potential terminated point of data collection for model inference is gNB and UE, and the data collection is only for NW-side two sided model inference. As model training, the L1 measurement and Immediate MDT/L3 measurement can be taken into account, Considering the model inference for CSI feedback is delay sensitive, the Immediate MDT is no longer suitable. 
[bookmark: _Toc11916][bookmark: _Toc20189][bookmark: _Toc21123]For NW part of two-sided model inference, RAN2 assumes L1 measurement framework can be applied to data collection of model inference
Regarding the model monitoring, in[1], the mapped logical entity is gNB and/or UE. In [2], it is assumed that the performance monitoring in applied at the NW side, the performance metrics can be generated by UE and terminated at gNB.
Considering the requirement (e.g. data size and delay) of model monitoring is still not clear, and model monitoring only can be preformed in the connected status,, so the L1 measurement, Immediate MDT, L3 measurement can be taken into account which is as smilar as model training.: 
[bookmark: _Toc1006][bookmark: _Toc21023][bookmark: _Toc19240]For AI based CSI feedback enhancement, RAN2 assumes L1 measurement, L3 measurement, immediate MDT,  can be applied for model monitoring at NW side for two sided model.

AI based CSI prediction
Regarding AI based CSI prediction, the LS from RAN1 has provided the following information:
	· For CSI prediction enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.


Considering the AI based CSI prediction only support UE sided model, which means there is no requirement of data collection for model training and model inference. Regarding the model monitoring at NW side, the data collection requirement is needed.
Considering the requirement (e.g. data size and delay) of model monitoring is still not clear, and model monitoring only can be preformed in the connected status, in this sense, the CSI reporting, L3 measurement, Immediate MDT are suitable for model monitoring at NW side for AI based CSI predication.
[bookmark: _Toc6074][bookmark: _Toc31676]For model monitoring at NW side for AI based CSI prediction, RAN2 assumes CSI reporting, L3 measurement, immediate MDT can be applied for data collection.

AI based beam management
Regarding AI based CSI prediction, the LS from RAN1 [2] has provided the following information:
	· For CSI enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.


Regarding the model training for AI based BM, in [1], the mapped logical entity is OTT server, UE, gNB, OAM. Just note that, for discussion easily, the mapped logical entity with an FFS is excluded in this paper.
So the potential terminated point of data collection is data collection terminated UE(OTT server) and gNB (OAM)
The candidate framework between UE and gNB is shown as below:
· Immediate MDT
· L3 measurement/report
· L1 measurement/report
· UAI
· Early Measurements
As the same as AI based CSI feedback, we can select  L1 measurement framework , immediate MDT, L3 measurement/report as candidate framework for model training:
[bookmark: _Toc22690][bookmark: _Toc22070][bookmark: _Toc27560]For AI based BM, RAN2 assumesL1 measurement framework , immediate MDT, L3 measurement/report can be applied to the data collection of model training for AI based beam management.
Regarding the model inference, in[1], the mapped logical entity is gNB and/or UE, besides, RAN 1 have clarified in the LS that the input data for gNB side model inference is generated by UE and terminated at NW side. Considering the model inference of AI/ML based beam management have a delay requirement, moreover,beam management is high delay sensetive function, in this sense , we propose that:
 
[bookmark: _Toc30119][bookmark: _Toc13447][bookmark: _Toc25436]For NW sided inference of AI based BM, RAN2 assumes L1 measurement framework can be applied to data collection.
Regarding the model monitoring, in[1], the mapped logical entity is gNB and/or UE. Besides, RAN1 have clarified in [2] that , for performance monitoring at the NW side, the performance metric or data is generated by UE and terminated at gNB side.As same as the CSI case, the CSI reporting, L3 measurement, Immediate MDT are suitable for model monitoring at NW side for AI based beam management 
,
[bookmark: _Toc16426][bookmark: _Toc13621][bookmark: _Toc140]Regarding performance monitoring at the NW side for AI based BM, RAN2 assumes L1 measurement L3 measurement, Immediate MDT can be applied to data collection.

AI based Positioning
Regarding the AI based Positioning, the [2] have provided the following information:
	· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.



In our views, there are mainly two protocols regarding the positioning:
1: NRPPa: the protocol for positioning is terminated between gNB and LMF.
2: LMF: the protocol for positioning is terminated between UE and LMF
According to [2], for LMF sided model inference (case 2b, case 3b), input data can be generated by UE/gNB and terminated at LMF. In this sense, both framework NRPPa and LMF should be applied to the input data generated by gNB and terminated at LMF and input data generated by UE terminated at LMF respectively. .
[bookmark: _Toc25375][bookmark: _Toc25980][bookmark: _Toc19466] For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
[bookmark: _Toc32048][bookmark: _Toc28196]According to [2], for performance monitoring at the LMF side, calculated performance metric or data is generated by UE/gNB and terminated at LMF
[bookmark: _Toc18141][bookmark: _Toc13927][bookmark: _Toc12436] For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.


Conclusion
In this contribution, we provide our further views on the identified issues for general aspects of common AI/ML framework. We have the following observations and proposals:
[bookmark: _GoBack]Proposal 1: For AI based CSI feedback enhancement, RAN2 assumes L1 measurement framework , immediate MDT, L3 measurement/report can be applied to the data collection of model training for AI based CSI feedback.
Proposal 2: For NW part of two-sided model inference, RAN2 assumes L1 measurement framework can be applied to data collection of model inference
Proposal 3: For AI based CSI feedback enhancement, RAN2 assumes L1 measurement, L3 measurement, immediate MDT,  can be applied for model monitoring at NW side for two sided model.
Proposal 4: For model monitoring at NW side for AI based CSI prediction, RAN2 assumes CSI reporting, L3 measurement, immediate MDT can be applied for data collection.
Proposal 5: For AI based BM, RAN2 assumesL1 measurement framework , immediate MDT, L3 measurement/report can be applied to the data collection of model training for AI based beam management.
Proposal 6: For NW sided inference of AI based BM, RAN2 assumes L1 measurement framework can be applied to data collection.
Proposal 7: Regarding performance monitoring at the NW side for AI based BM, RAN2 assumes L1 measurement L3 measurement, Immediate MDT can be applied to data collection.
Proposal 8: For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Proposal 9: For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
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