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1. Introduction
In this contribution, we explore potential RAN2 impacts from other model control components, namely model selection, activation, deactivation, switching, and fallback. 
	7.16.2.3	Control and LCM other
AIML control and LCM (including Model Transfer / Delivery) beyond / other than Data Collection,..


2. Discussion 
2.1. LCM for AI/ML control
From RAN1 agreements [1][2], the assumption is that functionality identification will be useful at least for functionality-based LCM, e.g., in terms of a functionality ID. Whether the functionality identification is used as part of AI/ML control in functionality-based LCM, e.g., UE indicates a functionality ID following an AI/ML control procedure (e.g., model selection/activation/deactivation/switching) or functionality identification is conveyed as part of initial capability exchange can be further studied. 
Depending on whether the control is at the model or functionality level, model or functionality identification may be needed for the AI/ML control procedures. To this end, the following is captured in TR 38.843 [3]:
	In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM will be studied. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used.
In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 


Given that any procedures and signaling for AI/ML control will be different depending on whether model ID-based LCM or functionality-based LCM is applied, AI/ML control should be discussed in the context of both model ID-based and functionality-based LCM. For functionality-based LCM, the assumption is that AI/ML control refers to model selection/activation/deactivation/switching among models of the same functionality. FFS whether an AI/ML control indication/command also includes the relevant functionality identification (e.g., in terms of a functionality ID).
Proposal 1: 	RAN2 includes in the TR signalling for AI/ML control that can enable both model ID-based and functionality-based LCM.

2.2. AI/ML control signaling
Model performance is often a function of prevailing radio conditions and UE mobility. A model that performs well in one set of conditions related to scenarios/location/configuration/deployment will not necessarily perform well in another, resulting in LCM control procedures like model switching, selection, (de)activation and fallback to legacy. RAN1 agreed to study two mechanisms for model switching, firstly when the switching decision is made by the network and secondly when it is made by the UE. In line with the RAN1 agreement on model selection, activation, deactivation, switching and fallback [4], the signaling procedures for the following scenarios are designed:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
[bookmark: _Hlk110844968][bookmark: _Hlk110945629]2.2.1. AI/ML control decision by the network
The output of AI/ML models at the UE will have a direct impact on the Uu link in most cases. For example, CSI compression/prediction for the CSI use case and prediction of the best beam for the beam management use case will directly impact the throughput on the Uu link. As such, the network may monitor performance metrics and make decisions on control procedures at the UE. 
2.2.1.1. Network-initiated AI/ML control
In this case, the assumption is that the network has visibility of all the models at the UE and the network can do model/functionality performance monitoring based on legacy UE measurement reporting (e.g., CSI reporting, BFR reporting, other measurement reports). The network may send to the UE a command to switch to another model or to (de)activate/select a new model/functionality or fallback to legacy procedures. An AI/ML control command may be a standalone indication to switch to another model/legacy mechanisms based on poor performance of the activated model or it may include a performance report with performance monitoring metrics used by the network. The switch indication may also carry the target model ID for model ID-based LCM. 
Observation 1: 	Performance monitoring of AI/ML models at the UE may be done at the network.
Observation 2: 	The network may send an AI/ML control command to the UE, based on the performance monitoring.
Observation 3: 	For functionality-based LCM, the switching command may not include any model ID.
Observation 4: 	The switching command may be accompanied by the model ID of the target model for model ID-based LCM.
2.2.1.2. UE-initiated, requested to network AI/ML control
Performance monitoring may be done at the UE. Based on the performance monitoring, the UE may send an AI/ML control request to the network. The UE may also report the performance monitoring results to the network, e.g., in a performance report, based on which the network may send a control command to the UE, e.g., to activate/deactivate/switch to another model/functionality or to legacy mechanisms. The performance report itself may be a simple AI/ML control request or may include information on the performance monitoring metrics and results. Whether the performance report is sent periodically or is event-triggered is FFS. The switching command from the network may be accompanied by the model ID of the target model in the case of model ID-based LCM.
Observation 5: 	The UE may transmit an AI/ML control request/performance report to the network, based on performance monitoring at the UE.
Observation 6: 	In response to the AI/ML control request/performance report, the network may send an AI/ML control command to the UE.
Observation 7: 	For functionality-based LCM where control decision is made at the network, the control command from the network may include some functionality identification. The UE may switch to any model within the functionality..
Observation 8: 	For model ID-based LCM where control decision is made at the network, the control command from the network may include the target model ID.
[bookmark: _Hlk110977235]2.2.2. AI/ML control decision by the UE 
2.2.2.1. Event-triggered as configured by network, UE’s decision is reported to the network
It is beneficial for the network to be aware of the AI/ML control decision made by the UE since any output from the AI/ML model is likely to impact the performance of the Uu interface. For example, CSI prediction/compression for the CSI use case or best beam prediction for the beam management use case will directly impact the throughput on the Uu link. Since each UE has knowledge of its own operation and measurements, while the network has overall knowledge from multiple UEs (e.g., from CSI reports, RLF reports, other measurement reports), it is useful for the network to be aware of AI/ML control (e.g., model switching/activation/deactivation) when the control decision is initiated or made by the UE. Some event configuration by the network may be needed, for example, the level of poor performance that triggers an AI/ML control procedure, when the UE needs to report the control decision, and whether information on the activated/target model must be included in the control indication. Events/conditions may be specific to the use cases under study. 
Observation 9: 	Use case-specific events/conditions may be configured by the network for event-triggered AI/ML control at the UE. Details are FFS.
For model ID-based LCM, multiple AI/ML models associated to the same functionality may be supported based on different model IDs. The multiple models at the UE may be visible to the network and model control at the UE may be followed by the UE sending a control indication (e.g., switch indication) to the network that also carries the model ID of the target model.
[bookmark: _Hlk131346942]Observation 10: 	UE may send an AI/ML control indication to the network following event-triggered AI/ML control.
Observation 11: 	For functionality-based LCM, the indication from the UE for event-triggered AI/ML control may carry a functionality identification. 
Observation 12: 	For model ID-based LCM, the indication from the UE for event-triggered AI/ML control may carry the target model ID. 
2.2.2.2. UE autonomous, UE decision is reported to network 
Even if the AI/ML control decision is made autonomously at the UE, a control indication may be sent to the network as a notification. The network may not be aware of the models at the UE, but the control indication may notify the network of an expected change in performance.
Observation 13: 	UE may send a control indication to the network to report an AI/ML control decision for UE autonomous AI/ML control non-transparent to the network.

2.2.2.3. UE autonomous, UE decision is not reported to network
Based on model performance monitoring at the UE, the UE may autonomously make model control decisions, e.g., activate/deactivate/select a model/functionality, switch from one model to another, fallback to legacy procedures, etc. The UE may perform AI/ML control autonomously among several models available at the UE without reporting its decision to the network. In this case, the AI/ML control decision is transparent to the network and this scenario is left to UE implementation with no foreseeable RAN2 signaling impact. 
[bookmark: _Hlk131346926]Observation 14: 	AI/ML control transparent to the network has no signaling impact.

Based on the above analysis, Figures 1-4 and accompanying NOTEs illustrate the related signalling. 
Proposal 2: 	Adopt Text Proposal into TR 38.843.
3. Text Proposal 
Model / Functionality control 
For model selection, activation, deactivation, switching, and fallback, the following signaling can be used: 
· Decision by the network
· Network-initiated
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Figure 1: Network decision, network-initiated AI/ML control
NOTE 1: 	Performance monitoring of AI/ML models at the UE may be done at the network.
NOTE 2: The AI/ML control command may include information on the model or functionality.

· UE-initiated, requested to the network
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Figure 2: Network decision, UE initiated AI/ML control
NOTE 3: 	Performance monitoring of AI/ML models at the UE may be done at the UE.  

NOTE 4: 	The UE may transmit an AI/ML control request to the network, based on performance monitoring at the UE.
NOTE 5: 	In response to the AI/ML control request, the network may send an AI/ML control command to the UE.
NOTE 6: The AI/ML control request may include information on the model or functionality.
NOTE 7: The AI/ML control command may include information on the model or functionality.

· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to the network
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Figure 3: UE decision, event-triggered as configured by the network
NOTE 8: 	Use case-specific events/conditions may be configured by the network for event-triggered AI/ML control at the UE. Details are FFS. 
NOTE 9:  UE may send an AI/ML control indication to the network following event-triggered AI/ML control decision at the UE.
NOTE 10: The event-triggered AI/ML control indication may include information on the model or functionality.

· UE-autonomous, UE’s decision is reported to the network
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Figure 4: UE autonomous, decision reported to the network
NOTE 11: UE may send a control indication to the network to report an AI/ML control decision for UE autonomous AI/ML control non-transparent to the network. 

· UE-autonomous, UE’s decision is not reported to the network
NOTE 12: AI/ML control transparent to the network has no signalling impact.


4. Conclusion
Proposal 1: 	RAN2 includes in the TR signalling for AI/ML control that can enable both model ID-based and functionality-based LCM.
Proposal 2: 	Adopt Text Proposal into TR 38.843.
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6. Appendix 
Relevant RAN1 agreements and working assumptions
RAN1#111[1] and RAN1#112bis-e [2] made the following agreements/working assumptions involving functionality identification:
	RAN1#111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
RAN1#111 Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
RAN1#112bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signalling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda. 

RAN1#112bis-e Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.




RAN1#110bis [4] made the following agreements regarding model control procedures:
	RAN1#110bis Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
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