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1	Introduction
The post email discussion [1] in RAN2#120, the following subset of proposals were loosely agreed. 
	Proposal 1	RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.
Proposal 2	Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.
Proposal 5	When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.
Proposal 6	Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.



In accordance to last RAN2#121bis-e, the following observation was made:
	Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 



In the last RAN2#122 the following subset of agreements were made
	P4a: For the latency requirement of data collection, RAN2 assumes:
- for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
… [removed for brevity]
P6a: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.
P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes:
For CSI enhancement and beam management use cases:
- For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
… [removed for brevity]
For positioning enhancement use case:
- For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
… [removed for brevity]



In this contribution, we will discuss the use-case specific aspects associated with data collection for different LCM purposes.
2	Discussion
2.1 CSI Feedback Enhancements
For the CSI use-case, RAN1 has identified that AIML features can be enabled either by two-sided models (for compression), or by UE-side or NW-side models for prediction. Thus, in the sequel we will present our view on the data collection requirements and frameworks for these cases. 
2.1.1 Offline Training
For CSI compression, RAN1 has identified the following model training collaborations:
	RAN1#110 Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
RAN1#111 Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.



Based on their study, RAN1 has concluded to deprioritize Type 2 training collaboration over the air interface (not including model update) and gradient-exchange based sequential training over the air interface for the Release 18 SI. Thus, we suggest that also RAN2 deprioritizes these aspects related to data collection for Type 2 training as well. 
Proposal 1: RAN2 to assume offline training collaboration when considering data collection methods for model training.
[bookmark: _Hlk141950520]To enable Type 1 training, if the two-sided model is trained at the NW side, our understanding is that UE would have to report all measurements to the NW, for the latter to train both the encoder and the decoder. This implies that both the standardized and additional measurements (e.g., non-standardized measurements, assistance information etc.) would need to be shared by the UE to the NW. Symmetrically, if the UE-side trains the two-sided model, relevant standardized and additional measurements, performed by both the UE and the NW side, need to be forwarded to the training entity (e.g., the UE-side OTT server). If each side forwards these measurements separately, then this would increase the signalling overhead needed (e.g., alignment between the collected samples might be needed). In our view, this coordination would be simpler if the UE forwards the measurements to the NW first.
Observation 1: For Type 1 training, the side that trains the two-sided model, needs to collect all the relevant measurements from both the NW and the UE. 
Among the frameworks that are currently being studied in RAN2 for collecting data for the (offline) training of the AIML models, the MDT framework enables the collection of the data for both situations which arise in Type 1 training. In case the NW trains the two-sided ML model, the UE can be configured to provide the measurements to the NW, which can then combine them with its own internal information and build the dataset needed to train the model. Similarly, if the UE-side is to train the model, the NW can still configure the UE to report the measurements, combine it with the appropriate assistance information, and then forward those to the TCE. The measurements can then be retrieved and collected from the interested and subscribed parties. 
Observation 2: The MDT framework enables the collection of the data needed for the Type 1 training for the CSI compression use-case.
Proposal 2: RAN2 to prioritize the study of the MDT framework for Type 1 training for the CSI compression use-case.
Another type of training that is being considered is the Type 2 training. As discussed above, only the variants which involve gradient exchange in an offline manner are currently being considered for Type 2 training. For this training type, the only part which may have RAN2 impact is the construction of the initial datasets, on top of which the gradients are being computed. After the data is collected, the gradient exchange is done offline, thus we do not see further RAN2 impact. To enable Type 2 training, both UE and NW would need to forward the datasets to the respective training entities. In the context of the MDT framework, this process is easy. For the UE-side training, MDT can forward the data to the TCE, from which it can then be shared among the interested and subscribed parties. Similarly, for the NW-side training, MDT can also be used to forward the data to the identified training entities (e.g., OAM, CN etc.). 
Observation 3: The MDT framework enables the collection of the data needed to build the initial datasets needed for the Type 2 training for the CSI compression use-case. After the initial datasets are built, the gradient exchange can be done offline.
Proposal 3: RAN2 to prioritize the study of the MDT framework for collecting the information needed for enabling Type 2 training for the CSI compression use-case. 
The last training type that is being considered in RAN2, is the Type 3 training, which comprises of separate training at the NW and UE side. To our understanding, this approach also has two cases, respectively, the UE-first approach and the NW-first approach. In the NW-first approach, the UE must forward the relevant data (including non-standardized information and assistance information) to the NW for the latter to build the encoder-decoder pair. Afterwards, using the trained encoder-decoder pair, the NW generates another dataset, which is sent to the OTT under the control of the UE vendor. This part does not have impact on the air interface and is outside of RAN2 scope. 
Observation 4: For Type 3 training, in case the NW trains first, only the initial collection of the data in the NW-side has an impact over the air interface.
Proposal 4: For Type 3 training, in case the NW trains first, RAN2 to prioritize the study of mechanisms that would enable the collection of the dataset from the UE, i.e., ground truth CSI information. 
When considering Type 3 training, the remaining possibility is that UE trains first, and then the NW trains afterwards. Under this paradigm, our understanding is that the UE would forward the relevant information to the OTT. The NW would also forward the needed assistance information to the OTT, and the latter would do the training for the encoder and decoder pair, and would generate a dataset which would be shared with the NW. The NW would then generate the decoder based on the provided encoder. Similar to the case wherein the NW trains first, this dataset exchange falls outside the scope of RAN2.  
Observation 5: For Type 3 training, in case the UE trains first, only the initial collection of the data from the UE has an impact over the air interface. 
Considering the frameworks that have been agreed to be studied in RAN2, the relevant frameworks seem to be L1 measurements, UAI and MDT. Moreover, in our view, these frameworks are also compliant with the principles identified above for training of UE-sided models. 
Proposal 5: For Type 3 training, RAN2 to prioritize the study of MDT, L1 measurement framework and UAI. 
The remaining aspect to be considered for CSI compression is related to the venue wherein the models will be trained. In all the different training types identified above, the UE-side of the model is trained in an OTT. On the other hand, the NW-sided models can be trained either in the OAM or in the CN. In our view, details relating to the venue where the training will happen can be considered for analysis after the discussion on the data collection framework has matured. 
Observation 6: For the CSI use-case, it is difficult for RAN2 to conclude on a suitable venue for training the AIML models, as OTT, OAM and/or CN fall outside the scope of RAN2. 
Proposal 6: For the CSI use-case, RAN2 to prioritize aspects related to the analysis of the identified data collection frameworks and study the signalling needed to enable the collection of the data. After that is understood, RAN2 can evaluate whether the identified training venues fall within the scope of RAN2. 
Another topic that is being considered in the context of CSI feedback enhancements is the CSI prediction. In this case, time series datasets of CSI measurements are required for both training and monitoring purposes. For training data collection, saving a group of CSI measurement data by the UEs and subsequent delivery of the accumulated data to the network side can provide benefits of overhead reduction and network performance compared to real-time delivery of the measurement. RAN1 has identified that it can be enabled either by NW or UE-side models. Moreover, in either case, some additional information may be needed, e.g., in the form of non-standardized data, assistance information etc. Similar to the analysis conducted for the CSI compression use-case, the data collection needs for training UE and NW-side models can be fulfilled by considering the MDT, L1 measurement reporting and UAI. 
Proposal 7: For the CSI prediction use case, RAN2 to prioritize the study of the MDT, L1 measurement reporting and UAI. 
2.1.2 Inference and Performance Monitoring
For data collection purposes, the legacy configuration can be used (as a baseline) with potential modifications. During monitoring, the raw measurements (ground truth CSI/ target CSI) need to be signalled along with the compressed CSI, but not necessarily with the same reporting frequency. In addition, higher resolution measurements might be desired. The impact of granularity of the collected ground-truth CSI are still under discussion in RAN1. All these requirements can be supported by the existing frameworks with the appropriate enhancements. Based on these, we can summarize the data collection requirements should focus on:
a) The coordination between CSI measurement configuration and reporting
b) Enhancement needed for the accuracy and frequency of the target CSI measurement reports
c) Additional measurement and reporting configurations for CSI, e.g., time-series measurements for CSI prediction, grouping of CSI measurements 
Moreover, the information collected via the legacy CSI measurement and reporting framework can also be embedded in the MDT reports, which can be made available to the gNB, TCE and the CN. 
Observation 7: For the monitoring function of the CSI compression use case, both the CSI reporting and immediate MDT frameworks can be used to report ground-truth CSI.
Proposal 8: RAN2 to analyse the usability and any required enhancement of the legacy CSI measurement and reporting and the MDT frameworks for data collection in the CSI compression use case for the inference and monitoring functions.
2.2 Beam Management
For the BM use-case, RAN1 has identified that AIML features can be enabled either by UE-side models or by NW-side models. Thus, in the sequel we will present our view on the data collection requirements and frameworks for these cases.
2.2.1 Offline Training
Let us first start by discussing the training of the AIML models. For the BM use-case, RAN1 has concluded that inference can be done in the gNB or the UE. To our understanding, this implies that AIML models for the BM use-case can be built for being deployed in the gNB or the UE. Moreover, for Release 18, RAN2 has already agreed to limit the scope of training AIML models to (offline) training only. Thus, in the sequel we consider the data requirements and approaches for collecting data to enable the (offline) training of the corresponding models. 
For UE-sided models, the identified inputs are set A and set B beams. Specifically, L1-RSRP for Set B beams is used as training data together with beam ID of the best beam in Set A and/or L1-RSRP of Set A beams used for labelling the training data. Moreover, from both UE and NW-sides, it is also expected that additional information will be transmitted. Examples of this additional information can be non-standardized measurements collected by the UE and/or the NW, as well as assistance information. Assistance information may be used as input to the model for improving the model prediction performance, while preserving privacy/proprietary information. For both the UE and NW-side models, the data would need to be collected and sent to the entities that will perform the training. 
Observation 8: For either NW or UE-side models, the data that needs to be collected for training the models is expected to consist of standardized measurements and additional information (e.g., non-standardized measurements and assistance information). 
Among the frameworks that are currently being studied in RAN2 for collecting data for the (offline) training of the AIML models, the MDT framework enables the collection of both standardized and additional information for both NW and UE-sided models. Through MDT, the measurements can then be forwarded to the TCE, where they can be collected and retrieved among the subscribed parties. In our view, considering the type of information that needs to be collected for the purpose of training the AIML models, the L1 measurements and UAI can also be useful. 
Observation 9: MDT, L1 measurements framework and UAI can be used to collect the data needed for the (offline) training of NW and UE-side ML models. 
Proposal 9: RAN2 to study further enhancements needed for MDT, L1 measurement reporting framework and UAI to enable data collection for (offline) training for the BM use-case. 
The remaining aspect to be considered for the BM use-case is related to the venue wherein the models will be trained. Similar to the CSI use-case, the UE-sided models are expected to be trained in an OTT. On the other hand, the NW-side models can be trained either in the OAM or in the CN. In our view, details relating to the venue where the training will happen can be considered for analysis after the discussion on the data collection framework has matured. 
Observation 10: For the BM use-case, it is difficult for RAN2 to conclude on a suitable venue for training the ML models, as OTT, OAM and/or CN fall outside the scope of RAN2. 
Proposal 10: For the BM use-case, RAN2 to prioritize aspects related to the analysis of the identified data collection frameworks and study the signalling needed to enable the collection of the data. After that is understood, RAN2 can evaluate whether the identified training venues fall within the scope of RAN2. 
2.2.2 Inference and Performance Monitoring
As discussed in the above section, for BM both NW and UE-side models would be feasible. In either of the cases, the inference process/function is expected to have a tight delay requirement associated with it. Inference is expected to have a tight delay requirement associated with it. Regarding the data requirements, for either of the models, the expectation is that they would be similar to the data that is collected for the purposes of (offline) training, i.e., there would be Set B measurements, as well as additional information. In Release 18, inference is expected to happen directly at the UE or the gNB, and it is likely that the additional information would mainly consist of assistance information given to the side that is performing the inference. For this purpose, we believe that the L1 measurements framework (for measurements) and the UAI (for assistance information from a UE) can serve as a baseline for enabling the data collection for the inference purpose. 
Observation 11: The L1 measurements framework and UAI can collect the data needed for performing inference while complying with its low latency requirements. 
Proposal 11: RAN2 to prioritize the study the L1 measurement framework, for measurement reporting, and UAI, for signaling assistance information from a UE, for the purpose of data collection for inference. 
Similar to inference, monitoring is also expected to have some latency requirement associated with it. Despite the latency requirement (which might be more tolerant than the one for inference), monitoring is also expected to require the transmission of the labels, similar to (offline) training. 
Observation 12: For the monitoring LCM purpose, the selected framework needs to support the collection of measurements, additional information, and labels, while complying with the low latency requirements. 
Among the frameworks that are being considered for this purpose, the L1 measurements framework, UAI and MDT seem to be suitable for collecting the required information. Among these frameworks, the L1 measurements framework and UAI are suitable also for enabling the collection/transmission of the information at low latency. 
Proposal 12: RAN2 to prioritize the study the L1 measurements framework and the UAI for the purpose of data collection for monitoring. 
2.3 Positioning Enhancements
From the different cases being considered for positioning [2], we understand that both NW-side (namely, LMF-side and gNB-side) and UE-sided models can be suitable for enabling AIML-based positioning enhancements. Thus, in the sequel we will present our view on the data collection requirements and frameworks for these cases.  
2.3.1 Offline Training
RAN1 has identified the following entities for generating and providing training data. 
· PRU: to provide labels for UE-assisted and UE-based positioning, and any other training data that the ML model may require (cases 1 and 2) 
· UE: to provide labels using RAT or non-RAT location estimates (cases 1 and 2) 
· TRP: to provide labels for NG-RAN assisted positioning (case 3a and 3b) 
To support the transmission of ground truth labels in direct AIML positioning (UE location) and in AIML assisted positioning (intermediate parameters), LPP can include a ground truth label and quality indicator alongside measurements. For the transmission of training data to from UE/PRU to LMF, for an LMF-side model (Case 2b), LPP RequestLocationInformation and ProvideLocationInformation can be used. For the transmission of training data from LMF to a UE, for a UE-side model (Case 1 and Case 2a), LPP RequestAssistanceData and ProvideAssistanceData can be used. In both cases, any new field(s) containing the label of the associated data need to be introduced. Cases 1 and 2 are well-supported by this proposed enhancement. 
To allow for the transmission of larger quantities of training data, the LPP protocol allows for segmentation of messages through the SegmentationInfo IE of the LPP message [3]. 
Observation 13: LPP supports segmentation of larger messages, which should enable the transmission of larger quantities of training data. 
Proposal 13: For Case 2b, enhance LPP Request/Location Information to support the transmission of training data from UE/PRU to LMF, containing positioning-related measurements, UE location estimation, and any associated labels.
Proposal 14: For Cases 1 and 2a, enhance LPP Provide Assistance Data to support the transmission of training data containing positioning-related measurements and any associated labels considered in RAN1, from the LMF to the UE.
2.3.2 Inference and Performance Monitoring
In the current positioning framework [4], LMF plays a central role in determining the positioning method, configuring gNBs and the target UE for transmission and reception of DL PRS or UL SRS, collecting measurements, and calculating the location estimate. Further, in the case of UE-based positioning, LMF may provide the positioning measurements to the UE, which can calculate its own location estimate. 
Positioning measurements (such as time-based, angle-based, etc.) and its reporting between LMF and UE are well-defined within the LPP protocol, which could relate to both RAT-dependent and RAT-independent (GNSS, sensor, etc.) positioning methods. However, to support newly introduced positioning-related measurements, such as CIR, PDP, DP, which have been agreed in RAN1 during the Rel. 18 study item, LPP protocol needs to be further enhanced.
There are two AI/ML positioning cases, case 2a and case 2b, which have been identified to require the reporting of new measurements to the LMF for the purpose of inference [2]. In case 2a, the UE reports intermediate outputs such as ToA or path phase to the LMF, where the position estimate is calculated; and in case 2b, the UE reports new measurement types such as CIR or PDP to the LMF, where the position estimate is calculated. 
Observation 14: To support newly introduced intermediate outputs such as ToA and path phase (case 2a), and positioning-related measurements, such as CIR, PDP, DP (case 2b), which have been specified in the TR on the Study of AI/ML for NR Air Interface, the LPP protocol needs to be further enhanced.
LPP uses the high-level message type Provide Location Information to report measurements from the UE to the LMF. The Provide Location Information message can be enhanced to carry the aforementioned intermediate outputs and measurements.
Proposal 15: Enhance LPP Provide Location Information to support the reporting of intermediate outputs and positioning-related measurements considered in RAN1, from the UE to the LMF.
For the purpose of monitoring UE-side models using ground truth information, the LMF may need to provide the UE with measurement data, and additionally, the associated ground truth and corresponding quality indicator, when the UE is the entity to derive the monitoring metric, which it would report to the LMF. When the LMF is the entity to derive the monitoring metric, the UE transmits the inference output from the provided monitoring measurement data to the LMF, which uses the ground truth to derive the monitoring metric itself.
Currently, measurement data in positioning flows in one direction: from the UE to the LMF. Here we will consider UE-side monitoring with monitoring assistance from the LMF. The LMF could provide monitoring dataset(s) containing measurement data, e.g., measurements made on PRS such as RSRP, RSRPP, AoA, and ToA, to the UE. We have identified two modes for the LMF monitoring UE-side models: mode 1 and mode 2.
In mode 1, wherein the UE calculates the monitoring metric:
· LMF also provides the ground truth, e.g., positioning estimates or intermediate features, and KPI threshold to the UE
· UE performs inference and calculates a KPI using its model’s output and provided ground truth
· UE optionally provides KPI to the LMF
And in mode 2, wherein the LMF calculates the monitoring metric:
· UE performs inference and provides its model’s output to the LMF
· LMF calculates a KPI using the UE’s model’s output and the ground truth associated with the monitoring dataset.
Observation 15: For UE-side monitoring with LMF assistance using ground truth or without ground truth information, there is no mechanism in the current version of LPP to transmit measurement data, i.e., associated with the measurement dataset, from the LMF to the UE.
The measurement data associated with the measurement dataset could be considered assistance information, and an existing LPP message, LPP Provide Assistance Data, could be used to transmit the data. 
Proposal 16: Enhance LPP Provide Assistance Data to support transmission of monitoring datasets, e.g., measurement data and/or ground truth labels or assistance information in absence of ground truth, to a UE for the purpose of monitoring.
3	Conclusion
This document has made the following observations:
Observation 1: For Type 1 training, the side that trains the two-sided model, needs to collect all the relevant measurements from both the NW and the UE. 
Observation 2: The MDT framework enables the collection of the data needed for the Type 1 training for the CSI compression use-case.
Observation 3: The MDT framework enables the collection of the data needed to build the initial datasets needed for the Type 2 training for the CSI compression use-case. After the initial datasets are built, the gradient exchange can be done offline.
Observation 4: For Type 3 training, in case the NW trains first, only the initial collection of the data in the NW-side has an impact over the air interface.
Observation 5: For Type 3 training, in case the UE trains first, only the initial collection of the data from the UE has an impact over the air interface. 
Observation 6: For the CSI use-case, it is difficult for RAN2 to conclude on a suitable venue for training the ML models, as OTT, OAM and/or CN fall outside the scope of RAN2. 
Observation 7: For the monitoring function of the CSI compression use case, both the CSI reporting and immediate MDT frameworks can be used to report ground-truth CSI.
Observation 8: For either NW or UE-sided models, the data that needs to be collected for training the models is expected to consist of standardized measurements and additional information (e.g., non-standardized measurements and assistance information). 
Observation 9: MDT, L1 measurements framework and UAI can be used to collect the data needed for the (offline) training of NW and UE-side ML models. 
Observation 10: For the BM use-case, it is difficult for RAN2 to conclude on a suitable venue for training the ML models, as OTT, OAM and/or CN fall outside the scope of RAN2. 
Observation 11: The L1 measurements framework and UAI can collect the data needed for performing inference while complying with its low latency requirements. 
Observation 12: For the monitoring LCM purpose, the selected framework needs to support the collection of measurements, additional information, and labels, while complying with the low latency requirements. 
Observation 13: LPP supports segmentation of larger messages, which should enable the transmission of larger quantities of training data. 
Observation 14: To support newly introduced intermediate outputs such as ToA and path phase (case 2a), and positioning-related measurements, such as CIR, PDP, DP (case 2b), which have been specified in the TR on the Study of AI/ML for NR Air Interface, the LPP protocol needs to be further enhanced.
Observation 15: For UE-side monitoring with LMF assistance using ground truth or without ground truth information, there is no mechanism in the current version of LPP to transmit measurement data, i.e., associated with the measurement dataset, from the LMF to the UE.
And proposed the following:
Proposal 1: RAN2 to assume offline training collaboration when considering data collection methods for model training.
Proposal 2: RAN2 to prioritize the study of the MDT framework for Type 1 training for the CSI compression use-case.
Proposal 3: RAN2 to prioritize the study of the MDT framework for collecting the information needed for enabling Type 2 training for the CSI compression use-case. 
Proposal 4: For Type 3 training, in case the NW trains first, RAN2 to prioritize the study of mechanisms that would enable the collection of the dataset from the UE, i.e., ground truth CSI information. 
Proposal 5: For Type 3 training, RAN2 to prioritize the study of MDT, L1 measurement framework and UAI. 
Proposal 6: For the CSI use-case, RAN2 to prioritize aspects related to the analysis of the identified data collection frameworks and study the signalling needed to enable the collection of the data. After that is understood, RAN2 can evaluate whether the identified training venues fall within the scope of RAN2. 
Proposal 7: For the CSI prediction use case, RAN2 to prioritize the study of the MDT, L1 measurement reporting and UAI. 
Proposal 8: RAN2 to analyse the usability and any required enhancement of the legacy CSI measurement and reporting and the MDT frameworks for data collection in the CSI compression use case for the inference and monitoring functions.
Proposal 9: RAN2 to study further enhancements needed for MDT, L1 measurement reporting framework and UAI to enable data collection for (offline) training for the BM use-case. 
Proposal 10: For the BM use-case, RAN2 to prioritize aspects related to the analysis of the identified data collection frameworks and study the signalling needed to enable the collection of the data. After that is understood, RAN2 can evaluate whether the identified training venues fall within the scope of RAN2. 
Proposal 11: RAN2 to prioritize the study the L1 measurement framework, for measurement reporting, and UAI, for signalling assistance information from a UE, for the purpose of data collection for inference. 
Proposal 12: RAN2 to prioritize the study the L1 measurements framework and the UAI for the purpose of data collection for monitoring. 
Proposal 13: For Case 2b, enhance LPP Request/Location Information to support the transmission of training data from UE/PRU to LMF, containing positioning-related measurements, UE location estimation, and any associated labels.
Proposal 14: For Cases 1 and 2a, enhance LPP Provide Assistance Data to support the transmission of training data containing positioning-related measurements and any associated labels considered in RAN1, from the LMF to the UE.
Proposal 15: Enhance LPP Provide Location Information to support the reporting of intermediate outputs and positioning-related measurements considered in RAN1, from the UE to the LMF.
Proposal 16: Enhance LPP Provide Assistance Data to support transmission of monitoring datasets, e.g., measurement data and/or ground truth labels or assistance information in absence of ground truth, to a UE for the purpose of monitoring.
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