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1. Introduction 
This paper discusses about the UE capability reporting for AIML.
2. Discussion
2.1 UE capability reporting for AIML
AI model size varies from several mega bytes to several Giga bytes. We think it is troublesome to report the maximum AI model size that UE support, instead it is more convenient to classify UEs into multiple UE classes based on the maximum AI model size that UE can support as following. By using this method, it is also easier for NW to manage UE for AIML function.
UE Class A: ~100Mbytes

UE Class B: 100Mbytes ~ 500Mbytes

UE Class C: 500Mbytes~

Proposal1: Classify UE into multiple UE classes based on the maximum AI model size that it can support

Similarly, since AI model’s processing complexity also varies depending on AI model’s number of layers, neurons, parameters, the size of training data set, etc. we think it is difficult to notify of gNB the degree of complexity that UE can process, so it is more convenient to classify UEs into multiple UE classes based on the AI model complexity that UE can process. The detail of classification is FFS.
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Proposal2: Classify UE into multiple UE classes based on the AI model complexity that it can process.
3. Conclusion 
Based on the discussion in the previous sections, we made the following proposals:
Proposal1: Classify UE into multiple UE classes based on the maximum AI model size that it can support.
Proposal2: Classify UE into multiple UE classes based on the AI model complexity that it can process. The detail of classification is FFS.
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