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1   Introduction
According to RAN2#123-bis agenda, the applicability conditions may be discussed.
Can discuss the AIML model/functionality dependency on locality (e.g. cell specific), UE-side AIML dependency on gNB configuration etc, dependency on other aspects such as UE speed, Network-side AIML dependency to be UE specific etc, and the related procedure impacts. Can discuss the expected impacts for Network Side-models. 
UE Cap: On a high level, Identify potential impacts to RRC and LPP UE capabilities or equivalent functionality if any.

In this paper, we focus on the motivation and try to identify important aspects of applicability conditions. In addition, we also provide some analysis on UE capability reporting.

2   Discussion
2.1 Applicability conditions
RAN2#123 made the following agreements for applicability conditions:
· AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 

In the last RAN2 meeting, a summary about applicability conditions is provided [3], where the definition, procedure/framework and related details are discussed. For the definition and terminology of applicability conditions, there are the following proposals:
	Proposal 3: To facilitate discussion on procedure and signaling, RAN2 assumes that “applicability conditions” means one AI/ML functionality/model is applicable under certain conditions (e.g. configurations / scenarios / datasets). 
Proposal 3a: RAN2 to discuss mapping of RAN1 concepts ("Conditions", "Additional Conditions", "Identified Functionalities") to RAN2 signaling concepts in contribution driven manner at the next meeting.




In the summary [2], the following categories are provided for applicability conditions. It is noted that the terminology seems not to be a common RAN2 understanding, and some companies had different views.
	Category1 info: UE state related info, e.g. UE speed;
Category2 info: UE implementation related info, e.g. UE antenna shape;
Category3 info: NW implementation related info, e.g. Tx port number;
Category4 info: NW deployment related info, e.g. UMi/UMa/InH;
Category5 info: NW configuration related info, e.g. carrier frequency;
Category6 info: Model training related info, e.g. training dataset.



For models without sufficient generalization performance, applicability conditions specific LCM may provide performance benefits, as also observed by RAN1. Since #112-b meeting, RAN 1 is still case by case discussing which aspects should be considered as additional conditions and how to include them into model description information. Let us take the UE speed in the CSI feedback enhancement use case as an example. In [2], RAN1 has listed the summary for CSI case evaluation results, where for different UE speed, companies still provided inconsistent gain results with different UE speeds. 
	Observation
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 6 sources [Samsung, Xiaomi, InterDigital, CEWiT, MediaTek, NVIDIA] observe 2.4%~12.5% gain (2.4%~12.5% gain for 5 sources [Samsung, Xiaomi, InterDigital, CEWiT, NVIDIA] who do not adopt spatial consistency, and 8.7% gain for 1 source [MediaTek] who adopts spatial consistency), 1 source [CMCC] observes 21.93% gain (who does not adopt spatial consistency).
· For 30km/h UE speed, 1 source [InterDigital] observes loss of -5.5% (who adopts spatial consistency), 3 sources [OPPO, ETRI, CATT] observe 6%~10.43% gain (who do not adopt spatial consistency), 8 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA, vivo] observe 12.65%~33% gain (14.65%~33% gain for 7 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA] who do not adopt spatial consistency, and 12.65% gain for 1 source [vivo] who adopts spatial consistency), and 3 sources [MediaTek, CMCC, CEWiT] observe 41.75%~ 76.6% gain (41.75%~ 44.8% gain for 2 sources [CMCC, CEWiT] who do not adopt spatial consistency, and 76.6% gain for 1 source [MediaTek] who adopts spatial consistency), which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 3 sources [Xiaomi, NVIDIA, MediaTek] observe 0.46%~2.6% gain (0.46%~2.3% gain for 2 sources [Xiaomi, NVIDIA] who do not adopt spatial consistency, and 1.7%~2.6% gain for 1 source [MediaTek] who adopts spatial consistency), 7 sources [Huawei, Samsung, vivo, CMCC, Fujitsu, CATT, Spreadtrum] observe 9.1%~20.6% gain (9.1%~20.6% gain for 6 sources [Huawei, Samsung, CMCC, Fujitsu, CATT, Spreadtrum] who do not adopt spatial consistency, and 13.8% gain for 1 source [vivo] who adopts spatial consistency), 1 source [vivo] observe 29.03% gain, which are in general smaller than 30km/h UE speed.



For this UE speed information, whether it is beneficial for CSI prediction or not should be firstly discussed (inlcuding LCM component). For other information, there are similar requirements for the RAN2 study. Without knowing the requirements, it is hard for RAN2 to study gaps and possible solutions.
Observation 1: For applicability conditions, how it bring benefits should be firstly discussed and it should be per LCM component per use case.

For observation 1, even if there were some RAN1 progress on evaluations, we still think RAN1 should confirm the requirements, e.g. which applicability condition is necessary, what kind of precision should be provided and what is the frequency to update it. Then RAN2 can discuss gaps and study solutions.
Proposal 1: For applicability conditions (also conditions, additional Conditions, identified functionalities), RAN2 needs more RAN1 inputs on the necessity and more details (per LCM component per use case).

Then for the procedures of how applicability conditions work, there are currently two alternatives as follows.
	Proposal 4: On procedure of how applicability condition works, RAN2 identify below 2 options for further study in SI:
· Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 
· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 



For Alt-1, we think it is more appropriate for UE sided models. If the UE is configured with AI/ML based features and based on the UE side applicability conditions, the UE itself can evaluate and adopt LCM actions. For example, if the UE detects that the speed has exceeded a specific threshold, the UE can send the info to OTT server and ask the latter to delivery a new model suitable for high speed scenarios, or the UE can make decision on functionality by itself. Whether the UE needs to inform NW can be discussed per use case. Another example is that for two-sided model cases, the NW side should be informed of the model LCM activations in the UE side. However, as mentioned in proposal 1, RAN2 needs more RAN1 inputs, so the discussion on solutions can be pending for RAN1 progress.

Observation 2: Alt-1 is more appropriate for UE sided models and whether the UE should inform NW about applicability conditions should be discussed per LCM component per use case. This alternative may be discussed in RAN2 later once RAN1 inputs on applicability conditions are got.

For Alt-2, we are unclear about the motivation. It should be clarified how the network will use the information, and how frequent the information is sent. In addition, Alt-2 is re-using legacy capability framework, but the reported information is still unclear. If the reported information changes frequently, we do not think it should be carried via legacy capability framework as the framework is only for static UE capability information.
Obserevation 3: Alt-2 is unclear about the motivation, e.g. how the network will use the information (per LCM component per use case), and how frequent the information is sent. If it is frequently sent from UE to network, the legacy capability framework should not be considered. This alternative may be discussed in RAN2 later once RAN1 inputs on applicability conditions are got.

In addition, at previous RAN2 meetings, there were some proposals about report of updates of functionality or applicability of functionality (based on RAN1 progress). In our understanding, if the current used functionality is not suitable, the UE may either perform functionality control by itself or may let network know. The UE reported information can be considered as additional assistance information, and thus some existing mechanism can be re-used, e.g. UAI.
Proposal 2: For report of updates of functionality or applicability of functionality, if needed, the UE reported information can be considered as additional assistance information, and existing mechanism can be re-used, e.g. UAI.

2.2 UE capability reporting
For UE capability discussion, RAN2 made the following progress at RAN2#121b-e:
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 

Currently, TS 38.306 and TS 38.331 have defined some UE capability reporting mechanisms/frameworks, and here are some examples:
· For a specific feature, there is a set of capabilities, e.g. csi-ReportFramework
· The combination of some capabilities which can be configured simultaneously, e.g. CA-ParametersNR
For CSI and BM cases, we think that the existing RRC reported UE capability mechanisms/frameworks as defined in TS 38.306 and 38.331 can be used a starting point.
For positioning, currently, UE reports related capability via LPP message to LMF. Likewise, it is desirable to take the exiting LPP reported capability as a starting point.

For this study AI for air interface, we think RAN1/RAN2 should firstly identify what enhancements are needed, e.g. per LCM component, or per use case. And then, we may check UE capability aspects while current frameworks can be considered. Normally, the UE capability discussions can be initiated in WI phase, and it seems not urgent in SI phase.

Proposal 3: The UE capability discussion is pending for the discussions on enhancements, e.g. per LCM per use case. Current UE capability frameworks (e.g. as defined for RRC reported and LPP reported capabilities) can be re-used.

3   Conclusion
In this paper, we discuss the applicability conditions. At RAN2#123 meeting, this topic was discussed and the summary [2] captured companies’ views. On one hand, we are open to discuss this topic in RAN2, as RAN1 has made some progress. On the other hand, we do think that RAN2 discussions should be based on requirements confirmed by RAN1, and it should be per LCM component per use case.

We have the following observations and proposals:
Observation 1: For applicability conditions, how it bring benefits should be firstly discussed and it should be per LCM component per use case.
Observation 2: Alt-1 is more appropriate for UE sided models and whether the UE should inform NW about applicability conditions should be discussed per LCM component per use case. This alternative may be discussed in RAN2 later once RAN1 inputs on applicability conditions are got.
Obserevation 3: Alt-2 is unclear about the motivation, e.g. how the network will use the information (per LCM component per use case), and how frequent the information is sent. If it is frequently sent from UE to network, the legacy capability framework should not be considered. This alternative may be discussed in RAN2 later once RAN1 inputs on applicability conditions are got.

Proposal 1: For applicability conditions (also conditions, additional Conditions, identified functionalities), RAN2 needs more RAN1 inputs on the necessity and more details (per LCM component per use case).
Proposal 2: For report of updates of functionality or applicability of functionality, if needed, the UE reported information can be considered as additional assistance information, and existing mechanism can be re-used, e.g. UAI.
Proposal 3: The UE capability discussion is pending for the discussions on enhancements, e.g. per LCM per use case. Current UE capability frameworks (e.g. as defined for RRC reported and LPP reported capabilities) can be re-used.
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