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1	Introduction 
In RAN#123 significant progress on SON for NR-U was made and we expect further progress in this meeting based on  the post meeting email discussion “[Post122][590][R18 SON/MDT] Open issues of SON NR-U (Ericsson)”.
There is one particular issue raised in the said email discussion where we believe a bit more detailed elaboration is beneficial, which is the intention of the present contribution.
2   	Discussion
In their reply LS [2] RAN3 point out:
RAN3 has discussed the issue and observed that there is an existing network-based mechanism that can be reused for the NR-U case, based on the information provided from the UE (last serving PCell ID and C-RNTI), that enables the RAN to retrieve the UE context or the configuration used for the UE in the last serving node and possibly the configuration used for the UE in the source node (if the Mobility Information defined in TS 38.423 is used).

RAN3 observes though, that the above mechanism was designed with intention to retrieve UE context or the configuration information if the UE attempts reconnection and reports the failure right after connection failure; if the failure information is fetched from the UE hours after the failure, then the likelihood that the source and the last serving node can retrieve the needed information depends on RAN implementation and is practically minimal (this depends on RAN implementation, e.g., how long the gNB stores the UE context or how long that allocated C-RNTI is not reused by the RAN)
Essentially, RAN3 acknowledge that the existing mechanisms (based e.g. on C-RNTI) do work, albeit with some limitations, depending on the network implementation and configuration.
Observation 1: RAN3 acknowledge that the existing mechanisms (based e.g. on C-RNTI) do work, albeit with some limitations, depending on the network implementation and configuration.
Subsequently, a “configuration index” concept was proposed in [4], to solve the issue not just for lbt-FailureRecoveryConfig, but for potentially for all similar cases where the network needs to either store configuration information for potentially large number of UEs or ask the UE to report the configuration it had been provided. 
Observation 2: the issue is not unique to lbt-FailureRecoveryConfig, as the discussion of the cases where the network needs to either store configuration information for potentially large number of UEs or ask the UE to report the configuration it had been provided is repeated for almost every SON feature in pretty much every release.
The “configuration index” aims to solve this issue “once and for all”. In our understanding, the method should work as follows: 
1. The network allocates a “configuration index” value which may be linked to a configuration of a specific UE, but may also be defined differently, for example as a reference to one (out of a few) configurations shared by many UEs. Other implementations are also possible as at any rate the way the index is allocated would be left for network implementation.
2. The UE stores the configuration index 
3. The UE provides the configuration index within the RLF (and potentially other) reports
4. The network uses the index provided by the UE to fetch the configuration (and/or other relevant information, which is left for network implementation)
The advantages of the configuration index proposal are manyfold:
· It saves air interface signaling (as only the index needs to be signaled and not the whole configuration)
· It ensures that the index is up to date (and is not “overwritten” as may happen if e.g. C-RNTI is used)
· It potentially provides a generic solution for all similar cases, existing and future ones 
In our view the last advantage is particularly important because, if defined properly and in a future proof manner, such a functionality would eliminate many lengthy discussions we always have for many SON features in every release.
Observation 3: in our view, the biggest advantage of the configuration index proposal is that, if defined properly and in a future proof manner, such a functionality would eliminate many lengthy discussions we always have for many SON features in every release.
That being said, we also acknowledge that even though the idea has support, there is a bit of opposition. Whether this opposition is because the proposal is new, or because there are potential issues yet to be discovered, or because the proposal is not yet being sufficiently well understood in RAN2 remains to be seen. Either way, it is clear that time is needed to build consensus for this proposal, which in our view has great potential. 
Issues to be discussed (not an exhaustive list, obviously) are:
· Length of the index
· Which SON features it is applicable to
· Air interface signaling (in RAN2)
· Network signaling (in RAN3)
· Potentially others
So, it is quite clear that RAN2 (and RAN3) need time to fully study the configuration index proposal. Otherwise, if we rush to define this feature, it may turn out to be not as future proof as it otherwise can be, thus defeating the main goal of the proposal itself. If in the future we realize that the configuration index defined haphazardly at the end of the release is not generic enough to accommodate future SON features, we will find ourselves repeating the same discussion, but the situation would be even worse as we would need to take into account what has been defined (and potentially implemented) already and would not have the luxury of defining a proper future proof solution.
Observation 4: it is quite clear that RAN2 (and RAN3) need time to fully study the configuration index proposal.
Observation 5: if we rush to define this feature, it may turn out to be not as future proof as it otherwise can be.
Which leads us to the proposal to include the configuration index concept in the Rel-19 SON/MDT work, which is being discussed “as we speak” in TSG RAN.
Proposal 1: a generalized solution, based on the “configuration index” concept, applicable to all the SON case where the network may be interested in UE storing and reporting SON-related configuration, is studied and standardized in Rel-19.
3	Conclusions and Proposals
Observation 1: RAN3 acknowledge that the existing mechanisms (based e.g. on C-RNTI) do work, albeit with some limitations, depending on the network implementation and configuration.
Observation 2: the issue is not unique to lbt-FailureRecoveryConfig, as the discussion of the cases where the network needs to either store configuration information for potentially large number of UEs or ask the UE to report the configuration it had been provided is repeated for almost every SON feature in pretty much every release.
Observation 3: in our view, the biggest advantage of the configuration index proposal is that, if defined properly and in a future proof manner, such a functionality would eliminate many lengthy discussions we always have for many SON features in every release.
Observation 4: it is quite clear that RAN2 (and RAN3) need time to fully study the configuration index proposal.
Observation 5: if we rush to define this feature, it may turn out to be not as future proof as it otherwise can be.
Proposal 1: a generalized solution, based on the “configuration index” concept, applicable to all the SON cases where the network may be interested in UE storing and reporting SON-related configuration, is studied and standardized in Rel-19.
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