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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly includes AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
In RAN2#121b-e [2], below agreements on UE capability and LCM were made:
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 
[bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).

And in RAN2#123 [3], UE capability was further discussed based on an offline discussion summary [4], and a new concept of "applicability condition" was agreed with its procedure as FFS.
[bookmark: OLE_LINK143]R2-2309202	Summary report of [AT123][001][AIML] UE capability and applicability conditions		Apple	discussion	FS_NR_AIML_air
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 

In this contribution, we further discuss remaining issues of the following RAN2 aspects of AI/ML, especially on the FFSs of above agreements.
· UE capability and applicability condition reporting
· LCM

2 Discussion 
2.1 UE capability and applicability condition reporting
2.1.1 UE capability reporting
RAN2#121b-e [2] made below FFS on UE capability:
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 
Then in RAN2#123 [3], UE capability was discussed in offline discussion [4], and two proposals were made with majority support:Proposal 1 (24/24): The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
Proposal 2 (23/24): RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.


However, they were not agreed because some concern on reporting model and/or model ID in capability signalling was raised. However, please note that RAN1#113 [5] and RAN1#114 [6] have agreed that applicable model and model ID can be reported in capability signalling:Agreement(RAN1#113)
Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement(RAN1#114)
Conclude that applicable functionalities/models can be reported by UE.
Agreement(RAN1#114)
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.


Observation 1: Some concern on reporting model and/or model ID in capability signalling was raised in RAN2#123. However, RAN1#113 and RAN1#114 have agreed that applicable model and model ID can be reported in capability signalling.
We tend to think above RAN1 agreements are sufficient to address the concern. Thus, we propose RAN2 to agree P1/P2 with majority support.
Proposal 1: The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
Proposal 2: RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
2.1.2 Applicability condition reporting
In offline discussion [4], another topic is applicability condition reporting. Below proposals were identified:Proposal 3a: RAN2 to discuss mapping of RAN1 concepts ("Conditions", "Additional Conditions", "Identified Functionalities") to RAN2 signaling concepts in contribution driven manner at the next meeting.
Proposal 4: On procedure of how applicability condition works, RAN2 identify below 2 options for further study in SI:
· Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 
· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 
Proposal 6 (21/24): Because applicability conditions may update frequently, enhance existing signaling to report them to the NW when they are available at the UE (e.g. as annex to the capability report, to the reconfiguration complete or to the UAI).



However, during online discussion, there were different understanding about "applicability condition", and thereby these proposals were not agreed. Instead, one RAN2 understanding on "applicability condition" was agreed:
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 

On terminology (e.g. "applicability conditions" vs "additional conditions"), we agree that there are some divergence between RAN1 and RAN2. However, since RAN2 has made above assumption of applicability condition, we think it is sufficient for RAN2 to further study the procedure of applicability condition reporting and its signalling from RAN2 perspective. And RAN2 can send agreed assumption to RAN1 to check whether any issue/concern.
Proposal 3: Based on assumption made in RAN2#123, RAN2 further study procedure and signaling of applicability condition reporting. Meanwhile RAN2 can send agreed assumption to RAN1 for issue checking.
Regarding to the FFS on the procedure for UE reporting of AI/ML applicability conditions, it is clear that the RAN2 assumption is aligned with Alt-2 of Proposal 4 in [4], thus, we propose RAN2 to agree it with Alt-1 as FFS.
Proposal 4: On the procedure of UE reporting of AIML applicability conditions, at least below option is supported. FFS whether other procedure is also supported. 
· In addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features.
Then, we discuss signalling to support such procedure. Please note that from below highlighted wording, it was agreed that one AI/ML algorithm is only applicable to some certain scenarios/location/configuration/deployment.
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
We don't think legacy UE capability framework works well for applicability condition reporting. This is because legacy UE capability framework is target for static UE capability reporting, according to TS 38.300 [8].
(from TS 38.300)
7.5 UE Capability Retrieval framework
The UE reports its UE radio access capabilities which are static at least when the network requests. The gNB can request what capabilities for the UE to report based on band information. The UE capability can be represented by a capability ID, which may be exchanged in NAS signalling over the air and in network signalling instead of the UE capability structure.
Thus, the UE's capability information generally doesn't update unless significant changes (e.g., new air interface technology is deployed or when the UE has a major software / hardware upgrade). However, the applicability conditions (e.g. scenarios/sites/datasets) may be updated frequently because the UE may move and radio channel condition may change dynamically.
Observation 2: Legacy UE capability framework is target for static UE capability reporting. However, the applicability conditions (e.g. scenarios/sites/datasets) may be updated frequently because the UE may move and radio channel condition may change dynamically. 
In addition, for scenarios/sites specific model, the UE side might train the models based on privacy related information such as location. For configuration specific model, such as the assisted information in data collection which helps categorizing the dataset for training, the UE might train one model per category of dataset, or one model for multiple datasets. Using the capability inquiry and response procedure to indicate the AI model capability for that information can be high overhead, sometimes impossible due to privacy and proprietary implementation information.
Observation 3: If legacy UE capability framework is used for applicability condition reporting, it may be sometimes impossible due to privacy and proprietary implementation information.
Thus, we propose RAN2 to confirm this understanding. 
Proposal 5: Legacy UE capability framework is not used for applicability conditions reporting because applicability conditions may be updated frequently with UE movement and/or radio channel condition change.
Then, regarding to specific signalling, we support majority view in Proposal 6 of [4] that it is sufficient to enhance existing signalling for applicability conditions reporting. Specific signalling can be further studied in normative phase. 
Proposal 6: Enhance existing signaling for applicability conditions reporting (e.g. as annex to the capability report, to the reconfiguration complete or to the UAI). Signaling details can be studied in normative phase.
An example high-level flowchart with reconfiguration complete (i.e. needForGap framework) is shown in Figure. 1. 
[image: ]
Figure. 1. Example of reporting applicability conditions with needForGap framework
· For scenario and site-specific model, the UE can determine whether the model is supported based on UE’s current location such as indoor/UMi/UMa, or site information based on location. UE can report whether scenario/site-specific model is supported in RRCReconfigurationComplete message. 
· For configuration-specific, or dataset specific model, the NW can include the assisted information used in data collection in the configuration RRC message, and UE can determine whether there is a corresponding AI model trained for this configuration/dataset. 
· If UE does NOT support the scenario/site/configuration/dataset specific model, NW should not further configure the AI function or AI model for inferencing. 
2.2 LCM 
Life cycle management (LCM) is an important aspect for real-time large-scale AI implementation. RAN2 made below agreements:
For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).
We noticed RAN1#112 [7] made below agreements on performing LCM via 3GPP signaling and mdoel ID.  
Agreement
   For UE-side models and UE-part of two-sided models:
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
In our understanding, this RAN1 agreement is sufficient to conclude LCM signaling and protocol in Study Item phase. Further signaling details (e.g. down-selection between RRC, MAC-CE and DCI) can be studied in normative phase. 
Proposal 7: With RAN1 agreement on performing LCM via 3GPP signaling and mdoel ID, it is sufficient to conclude LCM signaling and protocol in Study Item phase. Further signaling details (e.g. down-selection between RRC, MAC-CE and DCI) can be studied in normative phase.

3 Conclusion
In this contribution, we further discuss UE capability, applicability condition reporting and LCM of Rel-18 AI/ML for air interface. Our observations are:
Observation 1: Some concern on reporting model and/or model ID in capability signalling was raised in RAN2#123. However, RAN1#113 and RAN1#114 have agreed that applicable model and model ID can be reported in capability signalling.
Observation 2: Legacy UE capability framework is target for static UE capability reporting. However, the applicability conditions (e.g. scenarios/sites/datasets) may be updated frequently because the UE may move and radio channel condition may change dynamically. 
Observation 3: If legacy UE capability framework is used for applicability condition reporting, it may be sometimes impossible due to privacy and proprietary implementation information.

Based on observations, our proposals are:
UE capability and applicability condition reporting
Proposal 1: The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
Proposal 2: RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
Proposal 3: Based on assumption made in RAN2#123, RAN2 further study procedure and signaling of applicability condition reporting. Meanwhile RAN2 can send agreed assumption to RAN1 for issue checking.
Proposal 4: On the procedure of UE reporting of AIML applicability conditions, at least below option is supported. FFS whether other procedure is also supported. 
· In addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features.
Proposal 5: Legacy UE capability framework is not used for applicability conditions reporting because applicability conditions may be updated frequently with UE movement and/or radio channel condition change.
Proposal 6: Enhance existing signaling for applicability conditions reporting (e.g. as annex to the capability report, to the reconfiguration complete or to the UAI). Signaling details can be studied in normative phase.
LCM
Proposal 7: With RAN1 agreement on performing LCM via 3GPP signaling and mdoel ID, it is sufficient to conclude LCM signaling and protocol in Study Item phase. Further signaling details (e.g. down-selection between RRC, MAC-CE and DCI) can be studied in normative phase.
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