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Introduction
During RAN2 #122 meeting, RAN2 send a LS to RAN1 and asked about RAN1 consideration on RAN2 data collection assumptions and data collection requirements for different types of data. RAN1 replied RAN2 in R1-2308730 [1] focusing on Part A. Reply in Part B is working in progress in RAN1.
Following summary table was agreed during RAN2 #121 meeting. 
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1. Procedure latency***:
0. Latency to enter CONNECTED state
0. Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency****: 
1. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	Other latency:
2. Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	
	
	
	
	
	1. Procedure latency:
2. Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
2. 20ms (RRC)
	
	

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	2. 
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	1. Procedure latency:
2. Report interval: 
0. 4-320 slot for periodic report and semi-persistent report 
0. 0-32 slot after reception of DCI for aperiodic report 
1. Air interface signaling latency:
1. 1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1. Procedure latency:
0. Upon generation of UE's preference
1. Air interface signaling latency:
1. ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
0. Latency to enter CONNECTED state
0. Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency: 
1. ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1. Procedure latency:
0. Latency to get upper layer trigger (for UE triggered)
0. Or latency to receive NW request message (~20ms)
1. Air interface signaling latency: 
1. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message



In this contribution, we further discuss data collection enhancement, and which existing data collection framework can be used as baseline for AI/ML data collection by taking RAN1 input into account.
Discussion
Observations from RAN1 reply LS
According to RAN1 reply LS in R1-2308730 [1] and discussion in RAN1 about RAN2_LS_reply_PartB, we here summarize following observations according to the types of data collected from the UE:
Data for model training
1. Latency requirement: Relaxed (e.g., minutes, hours, days, or no latency requirement)
2. RRC state: RRC Connected state (except RRC INACTIVE for DL PRS measurement and UE positioning which is already supported)
3. RAN1 has no consensus on where the model training data should be terminated, it is up to RAN2 discussion on functionality mapping. To reduce signalling overhead within the network for unnecessary data/dataset transfer, it is proposed that the termination of data collection is the same as model training entity. 
Data for model inference
1. Latency requirement: Time-critical (e.g., a few msecs)
5. RRC state: RRC Connected state (except RRC INACTIVE for DL PRS measurement and UE positioning which is already supported)
1. UE-sided model (including UE-part of two-sided model) does not require data collection for model inference, as input data is internally available at UE.
1. NW-sided model (including NW-part of two-sided model) needs data collection from UE to NW
Data for performance monitoring 
1. Latency requirement: Near-real-time (e.g., several tens of msecs to a few seconds) or relaxed monitoring (e.g., minutes, hours, days, or no latency requirement). RAN1 provided replies for near-real-time monitoring only. RAN2 can consider the requirements for data collection for relaxed monitoring to be similar to offline training requirements.
9. RRC state: RRC Connected state (except RRC INACTIVE for DL PRS measurement and UE positioning which is already supported)
1. For NW-side performance monitoring, UE can send calculated performance metrics or data needed for performance metric calculation at NW side to NW (gNB or LMF for positioning). 
11. For UE-side performance monitoring for UE-sided model, UE may request assistance information for performance metric calculation from NW for performance monitoring at UE-side; Direction: NW -> UE. However, there’s no reply from RAN1 about what the assistance information and the corresponding data collection requirement are. Therefore, it is suggested to wait for further RAN1 input regarding to assistance information data collection.
Proposal 1: Following assumptions should further be confirmed by RAN2:
a) no data collection is needed for model inference of UE-sided model;
b) termination of data collection is collocated with model training entity;
c) Relax reporting is considered for model training data, near-real-time or relax reporting is considered for model monitoring data, time-critical reporting is considered for model inference data;
d) RAN2 waits for further RAN1 input on assistance information data collection and its requirement.
Consideration on data collection framework enhancement
According to above observations and data collection assumptions, especially latency and termination of different types of data collection, following existing data collection frameworks can be considered as baseline for further AI/ML data collection enhancements:
Framework for Model training
Depends on RAN2 discussion on functionality mapping, logged MDT and immediate MDT can be considered if model training is located at OAM, L3 measurement can be considered if model training is located at gNB. 
Furthermore, according to the agreed life cycle management (LCM), management function can send a request to model training function for a model retraining. As a result, to reduce data collection overhead, it is also possible that the data collection for model training is also initiated/restarted after receiving the request from management function. 
One functionality mapping option agreed in RAN2 #123 meeting is model training at OAM and model management is located at gNB. Therefore, when model retraining is requested, data collection for model training can be activated. Otherwise, if model retraining stops, data collection for model training can be deactivated or temporarily stopped in order to save network resources.
	
	Data Collection Framework
	Requirement Met
	Requirement No Met
	Potential Enhancements

	Model training at OAM
	logged MDT
	latency, termination (TBD), payload size if smaller than 144kB
	- collect RRC_CONNECTED state data
- not suitable for model training at gNB 
	- support RRC_CONNECTED state
- activation/deactivation by gNB

	
	immediate MDT
	RRC state, latency, termination (TBD), payload size if smaller than 144kB
	- existing event trigger may not be suitable for AI/ML data collection, especially for a set of training data to be stored and report at the same time
- not suitable for model training at gNB
	- relax reporting periodicity or event(s) for reporting
- activation/deactivation by gNB

	Model training at gNB
	RRM measurement
	RRC state, latency, termination (TBD), payload size if smaller than 144kB
	- existing event trigger may not be suitable for AI/ML data collection, especially for a set of training data to be stored and report at the same time

	- relax reporting periodicity or event(s) for reporting

	Model training at LMF
	LPP
	RRC state, latency, termination, payload size if smaller than 144kB
	- existing reporting may not be suitable for AI/ML data collection, especially for a set of training data to be stored and report at the same time
	- relax reporting periodicity or event(s) for reporting


However, existing MDT framework is either initiated by CN or initiated by OAM. It is proposed to allow gNB to activate/deactivate data collection session (e.g. TCE) for the purpose of model retraining.
Proposal 2: In CSI feedback enhancement, beam management use case and positioning enhancement gNB-side model, Logged MDT, immediate MDT or RRM measurement is considered as baseline for model training data collection (down-selection to be done based on entity mapping of model training in later stage). In positioning enhancement LMF side model, LPP assistance information/location information procedure is considered as baseline for model training data collection.
Framework for Model inference
Except CSI reporting, other existing data collection frameworks cannot meet RAN1 requirement on collecting inference data in few msecs. Therefore, it is suggested to use CSI reporting for CSI feedback enhancement use case and other L1 signaling for beam management and positioning model inference.
Proposal 3: For CSI feedback enhancement and beam management use case, L1 signaling or MAC CE is considered as baseline for model inference data collection for all use cases. Further details are up to RAN1 decision.
Framework for Performance Monitoring
As discussed above, if model monitoring is located at UE side, the collection of assistance information requires further input from RAN1. Therefore, in this section, we mainly focus on data collection for performance monitoring at network side (i.e. gNB and LMF).
It is observed that performance monitoring can be collected either in near-real-time approach or in a relaxed approach. It is required by RAN1 to report near-real-time performance monitoring to network within several tens of msecs to a few seconds, therefore, the most suitable data collection framework is RRM measurement and LPP for positioning enhancement.
Proposal 4: For near-real-time monitoring data collection, in CSI feedback enhancement, beam management use case and positioning enhancement gNB-side model, RRM measurement is considered as baseline for performance monitoring data collection. 
Proposal 5: In positioning enhancement LMF side model, LPP assistance information/location information procedure is considered as baseline for performance monitoring data collection.
Conclusion
In this contribution, we analyze data collection framework according to RAN1 reply LS and propose potential baseline for AI/ML data collection:
Proposal 1: Following assumptions should further be confirmed by RAN2:
a) no data collection is needed for model inference of UE-sided model;
b) termination of data collection is collocated with model training entity;
c) Relax reporting is considered for model training data, near-real-time or relax reporting is considered for model monitoring data, time-critical reporting is considered for model inference data;
d) RAN2 waits for further RAN1 input on assistance information data collection and its requirement.
Proposal 2: In CSI feedback enhancement, beam management use case and positioning enhancement gNB-side model, Logged MDT, immediate MDT or RRM measurement is considered as baseline for model training data collection (down-selection to be done based on entity mapping of model training in later stage). In positioning enhancement LMF side model, LPP assistance information/location information procedure is considered as baseline for model training data collection.
Proposal 3: For CSI feedback enhancement and beam management use case, L1 signaling or MAC CE is considered as baseline for model inference data collection for all use cases. Further details are up to RAN1 decision.
Proposal 4: For near-real-time monitoring data collection, in CSI feedback enhancement, beam management use case and positioning enhancement gNB-side model, RRM measurement is considered as baseline for performance monitoring data collection. 
Proposal 5: In positioning enhancement LMF side model, LPP assistance information/location information procedure is considered as baseline for performance monitoring data collection.
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