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Introduction
Functionality mapping to network entities was discussed during RAN2 #123 meeting with the following FFSes:
1) CSI compression with two-sided model: FFS whether CN can be model training mapped entity and transfer/deliver the model to the UE; FFS whether UE can be model/functionality control entity
2) Beam management with UE-sided model: FFS whether gNB/OAM/CN can be model training mapped entity and transfer/deliver the model to the UE
3) Beam management with NW-sided model: FFS whether CN/OTT server can be model training mapped entity and transfer/deliver the model to the gNB
4) Positioning with UE-sided model: FFS whether LMF/OAM/CN can be model training mapped entity and transfer/deliver the model to the UE
5) Positioning with gNB-sided model: FFS whether LMF can be model training mapped entity and transfer/deliver the model to the gNB
Furthermore, remaining open issues on AI/ML algorithm locality is also discussed.
Discussion
Functionality Mapping
CN involvement
As summarized in above section, among all use cases, whether CN can be served as model training entity is FFS. 
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]


Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 


Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]


Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]


Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF


Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]



In this section, we further discuss CN involvement.
For CSI feedback enhancement and beam management, the commonality between the two use cases is that both use cases are focusing to optimize real-time performance in physical layer. If CN is considered as termination for model training, we see following drawbacks:
1. Large signaling overhead for model training data collection
To support data collection for model training, large signaling overhead may be introduced to transfer training data/dataset from gNB/UE to CN, as most data required by model training for CSI feedback enhancement and beam management are physical layer-related information, e.g. target CSI, including Precoding Matrix or channel matrix, L1-RSRP, etc. It was discussed in RAN1 that such information could be 500bits to 1Mbits per sample. Considering the large number of samples needs to be collected for model training, though the latency requirement could be relaxed, training model at CN can lead to signaling storm and unnecessary overhead by supporting model training data collection.
2. Not suitable for cell-specific model
There’s no specific discussion in RAN1 and RAN2 about whether the AI/ML model used at gNB/UE side is a cell-specific or UE-specific model. In our understanding, both options are possible but cell-specific model may have less complexity for management and easy for deployment. On the other hand, CN is more suitable to operate for UE-specific model, where all user consents are visible. However, managing massive UE-specific models at NW side could be complex .  
3. Model transfer/update within network for NW-side model
For NW-side model, compared with model training located at gNB, model training at CN requires extra signaling to transfer the initial deployed model or updated model to gNB. It is further observed that SA5 has studied model transfer between OAM to NG-RAN to support AI/ML NG-RAN use cases [1]. Supporting model transfer from CN to NG-RAN seems redundant and less motivated. 
Based on above observations, even though CN could be a suitable entity for UE-specific model training, considering management complexity and other drawbacks, it is proposed that CN is not considered as model training. Hence, model transfer/delivery from CN to gNB/UE is also deprioritized, as discussed in our companion contribution [2].
Proposal 1: Model Training (offline training) at CN and model transfer/delivery from CN to gNB/UE are deprioritized in Rel-18 SI.
OAM involvement for UE-sided model
As for OAM, in our understanding, whether OAM can be considered for model training depends on whether the beam management model used at UE-side is a cell-specific model or a UE-specific model. It is observed that OAM is normally used for network management, which is not used for managing UE. Therefore, if a UE-specific model is needed, OAM may not be suitable to play as a model training entity; otherwise, OAM can be considered as model training entity for cell-specific model, which is similar to other network-sided use cases (e.g. load balancing, energy saving, mobility enhancement) studied in RAN3. 
Proposal 2: OAM can be considered as model training entity for UE-side model, if non-UE specific model is used at UE-side.
CSI Feedback Enhancement
One additional FFS about functionality mapping for CSI feedback enhancement use case is whether UE can be mapped with model/functionality control function. 
As captured in TR 38.843 [3], performance monitoring for CSI compression use case is ended up at NW-side:
	For CSI compression use case:
· For model training, training data can be generated by UE/gNB 
· For NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-part of two-sided model inference, input data is internally available at UE.
· For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB


Extra overhead and latency could be introduced if the performance metrics need to be transmitted back to the UE for model control. 
Furthermore, it is always network responsibility to make sure the overall system is running with good performance. Though controlling model/functionality at UE-side may bring flexibility and operation complexity reduction at network side, it may also downgrade system performance and lead to connection failure.
Proposal 3: For CSI compression with two-sided model, UE as model/functionality control entity is deprioritized in Rel-18 SI.
Beam Management
It is still FFS whether gNB can be training entity for beam management UE-side model. 
One benefit of considering gNB as training entity for UE-side model is for model generalization or model diversity, as network could gather information from massive UEs, which could help gNB to build a comprehensive database for model training. With all those information, gNB can either train a generalized model that can work for different applicable scenarios, etc, or train multiple models for each specific scenario/configuration/etc. This provides UE with more flexibility in model selection compared to training a model on its own and can possibly find a model that is suitable for its own condition(s). 
Proposal 4: gNB is considered as model training entity for beam management UE-side model.
Another FFS in beam management is whether OTT server can be considered as training entity for NW-sided model. 
To support model training at OTT server for NW-sided model, gNB will be required to provide RAN-related information to OTT server for model training data collection. However, there’s no existing framework supporting such data collection procedure, and exposing RAN data to OTT server may also have some security risks. Therefore, OTT server is not suitable to be model training entity for NW-sided model.
Proposal 5: OTT server as model training entity for beam management NW-sided model is deprioritized in Rel-18 SI.
Positioning Accuracy Enhancement
It was agreed in RAN2 #123 meeting that OAM can be used for gNB-side model training.
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Similar as OAM, in our understanding, if LMF could provide a non-UE specific model, there’s no harm to consider LMF as model training entity, which can provide more diversity for positioning accuracy enhancement. 
Proposal 6: LMF can be considered as model training entity for positioning enhancement UE-side model and gNB-side model, if non-UE specific model is used.

AI/ML Algorithm Locality: RAN2 impact
Model Update and Locality
As discussed in RAN1, the AI/ML model for one sub-use case can be site/scenario/configuration-specific. It is also captured in Section 6.2.2, Section 6.3.2 and Section 6.4.2 in TP 38.843 [3], for example, in CSI compression use case, the performance could be degraded if the model is trained with deployment scenario #A and applied for inference with a different deployment scenario #B. 
When one UE moves from one cell to another, due to the change of configuration or environment, it is possible that the UE needs to require a new model since the performance of existing model could be degraded when it is applied to another deployment scenario (for scenario specific model)/cell (for cell specific model). On the other hand, if the target cell share similar environment/configuration as the source cell, the UE may still use the existing model. However, it is difficult for the UE to know whether its handover target cell have the same or different configuration/deployment scenario with the current cell. 
Even though a generalized model can be trained for general purpose [3], the performance of the generalized model may be worse than the site/scenario/configuration specific models due to lack of uniqueness. It is possible to update the model performance by retraining the model based on a fine-tuned dataset subject to a new deployment scenario, according to Section 6.2.2 in TP 38.843 [3]. However, model update/retraining is time-consuming and could take much longer time after the successful handover of a UE. Moreover, it was also agreed in RAN2 #121bis-e meeting that only offline training is considered. 
	· R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases). 


Hence, the UE cannot consider to re-train the existing model “online” to accommodate the deployment scenario/configuration of the target cell after its handover. Switching to a new model is needed if performance is impacted. Furthermore, the source cell may also have some prior knowledge about the deployment scenario of the neighbouring cell, e.g. based on prior performance feedback. Based on this prior knowledge, the source cell may be able to let UE be prepared for model update after handover.
There are also other cases where model update may be needed, for example, the UE is handed-over to another NG-RAN node and model update is needed due to lack of interoperability (i.e. model transfer/sharing between NG-RAN nodes are not supported based on RAN3 discussion).
Proposal 7: Considering model locality, Model update may be needed when 1) UE is handed-over to a new target cell which leads to performance down-gradation 2) prior knowledge about deployment scenario of target handover cell 3) handover to another NG-RAN node (e.g., another vendor).
For NW-sided model, it is easier to update a model based on the changed environment or cell, since the model transfer is implemented within NW side. It is up to network model management decision.
As discussed in the companion contribution [5], management entity can either located at NW side or UE side. However, when management entity is located at UE side, the decision making is still guided/triggered by event based on NW configuration. In conclusion, model update for UE-sided and two-sided model is under network control. The network should be able to trigger model update any time it wants.
For UE-sided model, if UE stores multiple models in its own memory, i.e. model transfer from NW is not needed, the UE may decide to switch models according to model management rules. If there’s no other models are available at the UE side and model transfer/delivery is needed, to reduce the overhead caused by model transfer/delivery, the existing model associated to the source NG-RAN node can be reused, until there’s a performance down-gradation. 
For two-sided model, the paring model is used at UE side and NW side. When there’s an update at the NW side, the UE should also perform model update correspondingly. 
Proposal 8: After UE’s handover, considering model locality and complexity of model transfer/delivery, based on NW control, the UE can keep using the existing model from source cell or update the model according to management decision, with the understanding that the network can always request/provide a model update at the UE side.
UE speed
According to the observations captured in RAN1 #113 meeting, UE speed may impact the performance of one AI/ML model. For example, in CSI prediction sub-use case, the performance of AI/ML based solution may vary based on UE speed, and the generalization performance may also degrade if the model is not trained with the dataset subject to a certain UE speed. 
	Observation 
For the AI/ML based CSI prediction, till the RAN1#113 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 4 sources [Fujitsu, Samsung, Xiaomi, InterDigital] observe 1.03%~6% gain, 1 source [CMCC] observes 21.93% gain.
· For 30km/h UE speed, 2 sources [OPPO, ETRI] observes 6%~10.43% gain, 5 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum] observe 18.72%~31.3% gain, and 3 sources [InterDigital, MediaTek, CMCC] observe 35%~ 41.75% gain, which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 2 sources [Fujitsu, InterDigital] observe -3%~5% gain, 4 sources [Huawei, Samsung, vivo, CMCC] observe 11.2%~19.98% gain, which are in general smaller than 30km/h UE speed.
Observation 
For the generalization verification of AI/ML based CSI prediction over various UE speeds, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 4 sources [Xiaomi, CATT, Interdigital, Spreadtrum] observe a generalized performance of less than -2% degradation.
· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 8 sources [Xiaomi, Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei] observe that moderate/significant performance degradations are suffered:
· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-2.7% loss), 1 source [Samsung] observes significant degradation (-53%~-61% loss).
· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-3% loss), 8 sources [Xiaomi, Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum] observe significant degradation (-6%~-45.6% loss).
· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 7 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum] observe significant degradation (-7.8%~-52% loss).
· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 4 sources [ZTE, ETRI, vivo, Samsung] observe significant degradation (-7.55%~-32.3% loss).
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 9 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum].
· For UE speed#B is 10 km/h, minor loss (-0.6%~-1%) are observed by 3 sources [CATT, Xiaomi, Spreadtrum].
· For UE speed#B is 30 km/h, minor loss (-0.08%~-1.34%) are observed by 3 sources [Xiaomi, Apple, Huawei], moderate loss (-2.2%~-4.07%) are observed by 3 sources [Interdigital, vivo, Spreadtrum].
· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Xiaomi, Huawei], moderate loss (-2%~-3.76%) are observed by 2 sources [vivo, Spreadtrum].
· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].
· Note: For generalization Case 3, 5 sources [ETRI, ZTE, Samsung, Interdigital, Fujitsu] observe significant performance degradations (-5%~-26.5% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, but compared with generalization Case 2, in general the performance are still improved.


Therefore, applying/switching to a suitable AI/ML subject to UE speed is important to guarantee the performance of AI/ML solution. 
Observation 1: At least for CSI prediction sub-use case, it is beneficial to switch AI/ML models based on UE speed.
As summarized in the companion contribution [5], either gNB or UE can be the management entity.
If management entity is located at UE, since the UE is aware of its speed by itself, the UE can switch/select a suitable AI/ML model if there’s multiple AI/ML model stored at the UE side. Otherwise, if there’s no model stored at the UE side, the UE may request model update (including transfer/delivery) from the network or OTT server. This could be either autonomously or event-triggered. For the later case, the UE speed of requested AI/ML model should also be reported to the network.
If management entity is located at gNB, model selection/switch should be triggered at the network side based on the UE speed reported from the UE. After selecting a new model suitable for the corresponding UE speed, the network should then transfer/delivery the model to the UE side.
As defined in TS 38.331 [4], the UE can report its location information and velocity information over CommonLocationInfo if configured. Therefore, existing signaling can support UE current speed information reporting. 
	[bookmark: _Toc60777198][bookmark: _Toc139045530]–	CommonLocationInfo
The IE CommonLocationInfo is used to transfer detailed location information available at the UE to correlate measurements and UE position information.
CommonLocationInfo information element
-- ASN1START
-- TAG-COMMONLOCATIONINFO-START

CommonLocationInfo-r16 ::= SEQUENCE {
    gnss-TOD-msec-r16          OCTET STRING     OPTIONAL,
    locationTimestamp-r16      OCTET STRING     OPTIONAL,
    locationCoordinate-r16     OCTET STRING     OPTIONAL,
    locationError-r16          OCTET STRING     OPTIONAL,
    locationSource-r16         OCTET STRING     OPTIONAL,
    velocityEstimate-r16       OCTET STRING     OPTIONAL
}

-- TAG-COMMONLOCATIONINFO-STOP
-- ASN1STOP


Proposal 9: When management entity is located at NW side, the network can select/swich AI/ML model based on UE’s current speed. 
According to the current configuration in ReportConfig, based on the availability, the UE can either periodically report its speed to the network, or triggered by other measurement event, e.g. radio condition, distance, etc. However, the UE cannot report its speed when its speed is changed. The NW cannot know in real-time when speed-based model update/change is triggered and cannot trigger model transfer/delivery from NW to UE when speed is changed. Motivated by this, the network can also configure a speed threshold as a new type of measurement event to trigger UE’s report. The UE can then send its current speed when it is higher/lower than the configured threshold. This can also reduce signaling overhead and UE’s complexity.
Proposal 10: When management entity is located at NW side, network configures one/more speed threshold(s) to the UE, once threshold is met, the UE reports its current speed to the NW.
However, considering the latency introduced by model transfer/delivery, the UE speed may change after the model is received at the UE side. This may lead to degraded performance of the newly received AI/ML model due to mismatch speed. For example, UE reporting speed is 10km/h, however, when the model finishes its transfer, UE’s speed becomes 60km/h. The AI/ML model that the UE just received may have performance down gradation since the UE speed is mismatched. Therefore, to mitigate the UE speed change compared to model transfer/delivery latency, predicted UE speed can be considered. 
Observation 2: Current UE speed reporting is supported by existing signaling. However, AI/ML model selected/switched based on current UE speed may be out-dated considering the delay introduced by model transfer/delivery. 
With that, the management entity can select/switch the AI/ML model based on the predicted UE speed corresponding to the finish time of model transfer/delivery. The predicted UE speed can either predicted at gNB side based on known UE speed received from CommonLocationInfo (if available), or predicted at UE side then report to gNB.
Proposal 11: If model transfer/delivery is needed, predicted UE speed at the finishing time of model transfer/delivery is considered for model selection based on UE speed. 
Proposal 11.a: No specification impact if UE predicted speed is inferenced at gNB-side.
Proposal 11.b: UE to report predicted UE speed to gNB, if UE speed is inferenced at UE-side.
Conclusion
In this contribution, we analyze remaining open issues of functionality mapping and the algorithm locality impact to RAN2 and AI/ML related capability with following observation and proposal:
Functionality Mapping
Proposal 1: Model Training (offline training) at CN and model transfer/delivery from CN to gNB/UE are deprioritized in Rel-18 SI.
Proposal 2: OAM can be considered as model training entity for UE-side model, if non-UE specific model is used at UE-side.
Proposal 3: For CSI compression with two-sided model, UE as model/functionality control entity is deprioritized in Rel-18 SI.
Proposal 4: gNB is considered as model training entity for beam management UE-side model.
Proposal 5: OTT server as model training entity for beam management NW-sided model is deprioritized in Rel-18 SI.
Proposal 6: LMF can be considered as model training entity for positioning enhancement UE-side model and gNB-side model, if non-UE specific model is used.
Model Update and Locality
Proposal 7: Considering model locality, Model update may be needed when 1) UE is handed-over to a new target cell which leads to performance down-gradation 2) prior knowledge about deployment scenario of target handover cell 3) handover to another NG-RAN node (e.g., another vendor).
Proposal 8: After UE’s handover, considering model locality and complexity of model transfer/delivery, based on NW control, the UE can keep using the existing model from source cell or update the model according to management decision, with the understanding that the network can always request/provide a model update at the UE side.
UE speed impact
Observation 1: At least for CSI prediction sub-use case, it is beneficial to switch AI/ML models based on UE speed.
Proposal 9: When management entity is located at NW side, the network can select/swich AI/ML model based on UE’s current speed. 
Proposal 10: When management entity is located at NW side, network configures one/more speed threshold(s) to the UE, once threshold is met, the UE reports its current speed to the NW.
Observation 2: Current UE speed reporting is supported by existing signaling. However, AI/ML model selected/switched based on current UE speed may be out-dated considering the delay introduced by model transfer/delivery. 
Proposal 11: If model transfer/delivery is needed, predicted UE speed at the finishing time of model transfer/delivery is considered for model selection based on UE speed. 
Proposal 11.a: No specification impact if UE predicted speed is inferenced at gNB-side.
Proposal 11.b: UE to report predicted UE speed to gNB, if UE speed is inferenced at UE-side.
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