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Introduction
In general aspect of RAN1 discussion, the functionality based LCM have been comprehensively discussed. Some initial agreements in RAN1 are achieved and captured in the current TR draft [1]. Besides, RAN2 also start to touch he functionality based LCM, some initial agreements are achieved, in this contribution, we try to discuss and share our views on the general aspect on AI/ML functionality . 
	AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/ configuration/ deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
· RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
· The procedure for UE reporting of AIML applicability conditions is FFS.



Discussion
In the current TR 38.843, the following information are regarding the AI/ML functionality identification:
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 



[bookmark: _Toc12637]AI/ML functionality identification is performed with the framework of UE capability reporting
As said by TR[1], legacy 3GPP framework of feature is taken as starting point. Therefore, in our view, the relationship between AI functionality and conditions is somewhat like the relationship between the band and feature set in UE capability framework. For example, one AI functionality is like the band, conditions is like the feature sets, a UE capability regarding one band means which feature sets are supported by UE for this band. Similarly, UE capability regarding one AI functionality means which conditions are supported by UE for this AI functionality. 

[bookmark: _Toc20619]For AI/ML functionality identification of UE-side models and/or UE part of two-sided models, RAN2 assumes UE capability reporting is used for sending the conditions to NW in order for NW to identify the AI functionalities those are supported by UE, and UE capability regarding one AI functionality means which conditions are supported by UE for this AI functionality. 
Moreover, the following information are also provided for AI/ML functionality in [1]:
	For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
[bookmark: _Hlk146735325]After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities are studied. Applicable functionalities/models can be reported by the UE.


[bookmark: _Toc22844]After AI/ML functionality identification of UE-side model and UE part of two-sided model, applicable functionalities is reported by the UE which can be seen as applicable AI/ML functionality identification, and the applicable functionalities may be a subset of all functionalities.
It can be seen that there are two kinds of functionalities identification procedure are needed, one is AI/ML functionality identification performed by using UE capability framework, the other one is applicable AI/ML functionality identification. And the applicable AI/ML functionality identification may happen after the UE capability based AI/ML functionality identification since the applicable functionalities are a subset of all functionalities. In our view that is because the storage limitation of the UE, UE never store all the models for the AI/ML functionalities, that is, UE keep a part of AI/ML functionalities originally stored at OTT sever which we called as applicable AI/ML functionalities. Considering the UE capability reporting is a relative static procedure, UE will report all the supported AI/ML functionalities those are stored at OTT sever by UE capability reporting for NW to be aware of the full sets of AI/ML functionalities those can be supported by UE. And UE report applicable AI/ML functionalities (e.g. those has been stored at UE side).
[bookmark: _Toc12233]Due to the limited storage of the UE and relative static UE capability reporting procedure, It is reasonable that UE may firstly report all the supported AI/ML functionalities via UE capability reporting to NW, and then report the actually applicable AI/ML functionalities (i.e. the AI/ML functionalities stored in the UE) for NW control.  
In this sense, we would like to propose the following proposal:
[bookmark: _Toc14422]Regarding the AI/ML functionality identification of UE-side model and UE part of two sided model, RAN2 assumes there is an applicable AI/ML functionality identification after the UE capability based AI/ML functionality identification. 
 Meanwhile, there is an agreement having a relationship with observation 2 in the previous RAN2 meeting:
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/ configuration/ deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
· RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS.
It can be seen in combination with observation 2, the applicable functionalities identification can be performed by reporting the applicability conditions supported by UE which also matches the interior logics of proposal 1.
[bookmark: _Toc13059]As similar as UE capability based AI/ML functionality identification, RAN2 assumes UE report to NW with the current applicable AI/ML functionality by reporting the applicability conditions to NW.
Since the applicable AI/ML functionality can be downloaded by UE from OTT sever anywhere anytime, the UE capability framework is not appropriate due to its lack of the flexibility. RAN2 shall consider to use an L3 signaling framework (e.g. UAI )to report the support of applicability conditions to NW.
[bookmark: _Toc11132]RAN 2 assumes that, for applicable AI/ML functionality identification, using L3 signaling framework (e.g UAI) to report the current applicability conditions to NW for NW control.

In addition, the report of the update on the applicable functionalities is also necessary according to the TR. In our views, the update of applicable AI/ML functionality identification is equal to the applicable AI/ML functionality identification. The framework for applicable AI/ML functionality identification can be reused for the update of the applicable AI/ML functionality.
[bookmark: _Toc19586]RAN2 assumes that, for UE to report the updates on the applicable AI/ML functionality identification, reuse the framework of the applicable AI/ML functionality identification.
In addition, TR also clarifies the AI/ML functionality also support the activation/deactivation/Switch:
	The following aspects, including the definition of components (if needed) and necessity, are studied in Life Cycle Management:
-	Data collection
-	Note: This also includes associated assistance information, if applicable.
-	Model training
-	Functionality/model identification 
-	Model transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.


As similar as Model Id based LCM in our companion paper [2] where we propose a Local model Id for model activation/deactivation/switch, we suggest to propose a local functionality model Id for AI/ML functionality operation. 
[bookmark: _Toc15953]RAN2 assumes there is a local AI/ML functionality Id is introduced for AI/ML functionality control (e.g. selection, activation, deactivation, switching, and fallback). 


Conclusion
In this contribution, we provide our further views on the identified issues for general aspects of common AI/ML framework. We have the following observations and proposals:
Observation 1: AI/ML functionality identification is performed with the framework of UE capability reporting
Observation 2: After AI/ML functionality identification of UE-side model and UE part of two-sided model, applicable functionalities is reported by the UE which can be seen as applicable AI/ML functionality identification, and the applicable functionalities may be a subset of all functionalities.
Observation 3: Due to the limited storage of the UE and relative static UE capability reporting procedure, It is reasonable that UE may firstly report all the supported AI/ML functionalities those are either stored at the UE-side or the corresponding OTT server via UE capability reporting to NW, and then report the actually applicable AI/ML functionalities (i.e. stored in the UE) for NW control.

Proposal 1: For AI/ML functionality identification of UE-side models and/or UE part of two-sided models, RAN2 assumes UE capability reporting is used for sending the conditions to NW in order for NW to identify the AI functionalities those are supported by UE, and UE capability regarding one AI functionality means which conditions are supported by UE for this AI functionality.
Proposal 2: Regarding the AI/ML functionality identification of UE-side model and UE part of two sided model, RAN2 assumes there is an applicable AI/ML functionality identification after the UE capability based AI/ML functionality identification.
Proposal 3: As similar as UE capability based AI/ML functionality identification, RAN2 assumes UE report to NW the support of applicable AI/ML functionality by reporting the applicability conditions to NW.
Proposal 4: RAN 2 assumes that, for applicable AI/ML functionality identification, using L3 signaling framework (e.g UAI) to report the support of applicability conditions to NW.
Proposal 5: RAN2 assumes that, for UE report the updates on the applicable AI/ML functionality identification, reuse the framework of the applicable AI/ML functionality identification.
Proposal 6: RAN2 assumes there is a local AI/ML functionality Id is introduced for AI/ML functionality operation (e.g. selection, activation, deactivation, switching, and fallback)
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