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1 Introduction
RAN2 agreements made in last meeting are given as below:

	1. P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.
2. AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 

RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 

The procedure for UE reporting of AIML applicability conditions is FFS.


In this paper, we will analyse RAN impact if considering model applicable condition and show some of our views on UE capability reporting.
2 Discussion
2.1 RAN impact of model applicable condition
RAN2 had agreed in 121be meeting that the meta information of AIML model contains applicable conditions, model performance indicators, etc. As for applicable condition, it is mainly introduced because of model generalization, i.e., the AIML model performance can only be guaranteed under some configuration or can be used only in some scenarios. 
The motivation is for AIML model LCM purpose. If applicable condition is known, UE or NW can always select the most suitable AIML model so that network performance can be guaranteed. However, some impact is foreseen and needs to be solved.
For both one-sided model (including UE-side model and NW-side model) and two-sided model, if the model only works normally under limited configurations (e.g., cell-specific) or only works after negotiation between UE and NW is done or can work but depends on something, those limitation should be fulfilled to make model work. 

One of the representative applicable condition is that the model is cell specific. To make cell-specific model work normally, UE should try to camp in those cells as possibly as it can. And cell changes usually happen in mobility scenario. Therefore the methods to make sure model consistency or the trigger to perform model switching/fallback should be considered in mobility scenario.
Proposal 1: If AIML model is cell specific, the methods to make sure model consistency or the trigger to perform model switching/fallback should be considered in mobility scenario.
2.2 UE capability reporting

As for UE capability for AIML methods, RAN2 agreements in 121be is:
	FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities.


UE capability for AIML model targets for making NW aware of what kinds of AIML model or functionality supported by UE. And it facilitates for model/functionality identification as well. 
From our side, though more RAN1 input for model/functionality identification is needed, the static UE capability for RAN1 identified use cases can reuse RRC reported and LPP reported capabilities.

Proposal 2: UE capability mechanisms as defined for RRC reported and LPP reported capabilities can be reused for static AIML model/functionality.
Meanwhile, the UE capability reporting for AIML model/functionality also needs to consider for model LCM, including model training/model inference/model activation/model deactivation/model selection etc. This is because for UE-sided model whether it can work normally not only depends on model itself but also depends on whether UE can afford it.

In fact, UE capability to support AIML model may be dynamic which is different from legacy capability. The available computation capability and available battery capacity are changing over time and may heavily effect on whether model can work normally. 

For example, though the model itself is designed for high NW performance but it requires high computation resources that UE cannot afford at the time. In this case, it cannot work well or even cannot work in UE-side. Such AIML model should is not supported by UE because they cannot be used for model inference.
For those dynamic UE capability of AI/ML model/functionality (e.g., AIML applicability conditions), UE can report it to NW via RRC signaling (like UAI) and/or LPP message.
Proposal 3: Dynamic UE capability of AI/ML model/functionality (e.g., AIML applicability conditions) can be reported via RRC signaling (like UAI) and/or LPP message.
3 Conclusion

In this contribution we discussed and analyzed RAN impact of model applicable condition, UE capability reporting and general logical AIML framework, and made the following proposals:
Proposal 1: If AIML model is cell specific, the methods to make sure model consistency or the trigger to perform model switching/fallback should be considered in mobility scenario.
Proposal 2: UE capability mechanisms as defined for RRC reported and LPP reported capabilities can be reused for static AIML model/functionality.
Proposal 3: Dynamic UE capability of AI/ML model/functionality (e.g., AIML applicability conditions) can be reported via RRC signaling (like UAI) and/or LPP message.
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