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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction:
[bookmark: _Hlk53665621]At last RAN2 meeting [1], RAN2 discussed a lot of issues and made lots of agreements on multi-path. Still, there are some open issues, e.g. PDCP duplication, BSR, failure reporting, PC5 unicast link, relay UE HO, relay UE reporting in scenario 2 and the related detailed procedures. 
In this contribution, we will further discuss these remaining issues for multi-path Scenario 1 and Scenario 2 as followings:
· MAC open issues
· PDCP duplication 
· BSR
· RRC open issues
· Indirect path failure reporting
· How to handle PC5 unicast link
· How to handle relayUE-HO
· Relay UE reporting in Scenario 2
· Whether/how trigger the indirect path addition in Scenario 2
2. Discussion
2.1. MAC open issues
[bookmark: OLE_LINK7][bookmark: _Hlk142376819]PDCP Duplication
For multi-path Scenario-1 and Scenario-2, PDCP duplication had agreed to be supported. 2-leg duplication via direct path and indirect path is a simple and feasible way.
Unlike legacy Uu interface to support the maximum 4 duplicated legs, multi-path in U2N relay architecture should support 3 duplicated legs at most, i.e. 2 legs of CA duplication in direct path and 1 leg in indirect path, since there may be no CA duplication in indirect path. Although CA operation and duplication in SL has been discussed in SL R18 WI, parallel WIs are not sufficient to reach stable interaction conclusions. Furthermore, simultaneous CA in PC5 link and CA in Uu link can not guarantee CA duplication effect in the whole indirect path, e.g. further mapping restriction mechanism may be needed. Hence, CA duplication in indirect path can not be supported in this release.
Proposal 1 Only two duplication cases for multi-path Scenario-1 and Scenario-2 are supported:
- 2 legs: direct path and indirect path;
- 3 legs: two legs of CA duplication in direct path and one leg in indirect path.
Legacy two duplication activation/deactivation MAC CEs can be reused directly in multi-path Scenarios. Since legacy DC duplication cannot co-exist with multi-path, the corresponding LCIDs of these two legacy MAC CEs may be same for legacy scenarios and multi-path scenarios.  For example, 
· Remote UE’s DRB1 is configured with 2-leg CA duplication in direct path;
· Remote UE’s DRB2 is configured with 3-leg duplication including 2-leg CA duplication in direct path and 1 leg in indirect path;
· Remote UE’s DRB3 is configured with split 2-leg duplication in both direct path and indirect path;
Then, legacy Duplication Activation/Deactivation MAC CE can be used to activate or deactivate duplication operation in the above DRB1 and/or DRB3. And legacy Duplication RLC Activation/Deactivation MAC CE can be used to activate or deactivate duplication operation in the above DRB2.
Proposal 2 [bookmark: OLE_LINK1]Current Duplication Activation/Deactivation MAC CE and Duplication RLC Activation/Deactivation MAC CE are reused with same LCIDs and separate descriptions for both Scenario 1 and Scenario 2.
The next step is how to reuse current two duplication MAC CEs with different descriptions. Duplication Activation/Deactivation MAC CE is only used in 2-leg DRB, i.e. 2-leg CA duplication in direct path or 2-leg split duplication in direct path and indirect path. There is no big issue to extend it to MP scenarios.
However, legacy Duplication RLC Activation/Deactivation MAC CE has the following default order, which means MCG firstly and SCG secondly:
	-	RLCi: This field indicates the activation/deactivation status of PDCP duplication for the RLC entity i where i is ascending order of logical channel ID of secondary RLC entities in the order of MCG and SCG, for the DRB. The RLCi field is set to 1 to indicate that the PDCP duplication for the RLC entity i shall be activated. The RLCi field is set to 0 to indicate that the PDCP duplication for the RLC entity i shall be deactivated.


Figure 6.1.3.32-1: Duplication RLC Activation/Deactivation MAC CE



In MP scenarios, there is no definition of MCG and SCG. However, MP has direct path and indirect path. It just requires a default order between these two. Direct path firstly and indirect path secondly can be a suitable default order for both MP Scenario-1 and Scenario-2. Hence, we propose:
Proposal 3 RLCi field indicates the activation/deactivation status of PDCP duplication for the RLC entity i where i is ascending order of logical channel ID of secondary RLC entities in the order of direct path and indirect path for Scenario-1.
For MP Scenario-2, there is no corresponding RLC entity of indirect path in remote UE side. However, split leg and logical definition in Scenario-2 is the same as Scenario-1. A virtual RLCx entity may be needed to introduced for indirect path for the convenience and uniformity of description. Furthermore, when PDCP entity of a remote UE deliver packet to indirect path for MP Scenairo-2, there also need a virtual RLC entity or an indirect non-3GPP path directly to replace the legacy RLC entity from the perspective of description.
Proposal 4 For Scenario-2, similar rule and order with the above P3 is reused, i.e. virtual RLCx related to indirect path does not mean a real RLC entity but just refer to indirect path via non-3GPP Ideal backhaul.
BSR
The next issue needs to be further discussed is remote UE’s BSR mechanism for MP scenarios, especially for SL resource allocation mode 1. For a remote UE in MP scenarios, it can be configured with SL mode 1 since there is a direct path to report BSR and receive scheduling resource. Furthermore, only direct path can be used to report Uu BSR MAC CE and SL BSR MAC CE since any MAC CE cannot be transmitted via indirect path to gNB.
Proposal 5 Uu BSR MAC CE and potential SL BSR MAC CE for remote UE with SL mode 1 configuration can be supported only via direct path.
When a remote UE of MP scenarios is configured with SL mode 1, Uu BSR is used to report the buffer size of RBs via direct path transmission and SL BSR is for the one of RBs via indirect path transmission. However, for a split bearer, its primary path can be configured as either direct path or indirect path. Then PDCP data volume pending for initial transmission of this bearer is only added into BSR of primary path (e.g. Uu BSR when direct is primary path or SL BSR when indirect is primary path) when the total buffer size of this bearer is lower than the configured threshold. Otherwise, i.e. when the total buffer size of this bearer is equal or higher than the configured threshold, PDCP data volume pending for initial transmission of this bearer is added into both Uu BSR and SL BSR, which is completely same as legacy DC rules. 
In legacy DC scenario, MCG BSR and SCG BSR are separately transmitted to two gNBs. DC’s BSR mechanism can work well for two independent gNBs’ scheduling. In our MP scenarios, where only one gNB centrally schedules Uu and SL resources, there is reason to believe that the alignment of scheduling and DC-like BSR mechanism will get better than DC scenario. Hence, no further optimization on MP BSR is needed, i.e. just reusing DC mechanism.
Proposal 6 Buffer size calculation for Uu BSR and SL BSR should reuse legacy DC rules, e.g. PDCP data volume pending for initial transmission of a split bearer is taken into account for both Uu BSR and SL BSR when the total buffer size of this bearer is equal or higher than a configured threshold.
2.2. RRC open issues
Indirect path failure reporting
This issue corresponds to the RRC open issue 3.3 as summarized below:
	3.3
	Which message is used to report indirect path failure
	The issue is not covered by any post email discussion now, thus further down-selection is needed.
This issue has been discussed in previous meeting, but no conclusion was achieved, the following options are on table:
1. indirect path failure is reported via the MCGFailureInformation message
2. indirect path failure is reported via the SidelinkUEInformationNR message
3. indirect path failure is reported via a new message


For Option 1, reusing MCGFailureInformation can follow the existing concept of MCG, e.g. indirect path connected to the same node and having same MAC entity with direct path. However, MCGFailureInformation usually expect a response from gNB, e.g. UE RRC re-establishment triggers when fast recovery timer expiry, immediately reset MCG MAC and suspend RBs, which is too serious for indirect path failure case since SRBs, especially SRB1, and DRBs can still be transmitted via direct path now. Although SCGFailureInformation seems more suitable for indirect path failure information reporting, e.g. without fast recovery timer and RRC re-establishment triggering, it is easy to confuse the whole modelling with two MAC entities and two cell groups. SCGFailureInformation needs to be excluded. MCGFailureInformation can be considered with some specially operations, e.g. without fast recovery timer, not resetting the whole MAC entity but only the part of indirect path related and so on. If Option 1 is chosen, different UE behaviours need to be specified separately according to different failure types, i.e. direct path failure and indirect path failure, which is not very friendly to standardized UE behaviours.
For Option 2, SidelinkUEInformation is used to report PC5 RLF. Upon detecting PC5 RLF for a specific destination, UE will release the PDCP entity, RLC entity and the logical channel of the SL RBs for PC5-RRC message of this destination and report to its gNB. The remote UE in Scenairo-1 can reuse this message to report indirect path failure due to PC5 RLF, suspend related RBs and reset the MAC part of indirect path. However, the indirect path failure due to relay UE’s Uu RLF for both Scenario 1&2 and the inter-UE failure for Scenario 2 cannot be covered by SidelinkUEInformation since the message is initially defined for reporting PC5 related information. Therefore, we firstly propose that SidelinkUEInformation is reused only when indirect path failure is detected due to PC5 RLF.
Then for the indirect path failure reporting except PC5 RLF, Option 3 is preferred. In general, the new message needs to be accompanied by the following same operations: no fast recovery timer, suspend related RBs and reset the MAC part of indirect path. And new failure types may be introduced, e.g. relay UE’s Uu failure and inter-UE connection failure. 
Proposal 7 For indirect path failure reporting due to PC5 RLF, RAN2 to confirm that SidelinkUEInformation is reused (Scenario 1 only).
Proposal 8 For indirect path failure reporting except PC5 RLF, a new message is introduced with new failure types, e.g. Relay UE’s Uu failure (common to Scenario 1&2) and inter-UE connection failure (Scenario 2 only).
[bookmark: OLE_LINK8]How to handle PC5 unicast link:
There are two issues related to the PC5 unicast link handling, see RRC open issue 3.14 and 3.15 as below:
	3.14
	When PC5-RRC connection between the remote UE and the relay UE is released e.g. it is immediately released after the indirect path release or it can be maintained before buffered data on the indirect path is delivered.
	The issue is not covered by post email discussion, thus further discussion is needed.
PC5-RRC is only applicable for Scenario 1

	3.15
	Whether the PC5 unicast link can be maintained during direct path addition/release and direct path change without indirect path change procedures.
	The issue is not covered by post email discussion, thus dedicated discussion is needed.
The issue has impact on RRC spec, i.e. when the Remote UE receives the direct path addition/release command or direct path change without indirect path change command, if it maintains the indirect path by default, the SL configurations in source side will be taken as baseline, on top of which the target configuration applied. But this kind of handling may not work in case of security update during the path management procedures.
In email discussion [Post123][407], it is assumed the source PC5 link will be maintained during direct path addition, but whether/how it can be maintained in all cases has not be discussed/confirmed, thus some dedicated discussion is needed.


[bookmark: OLE_LINK5][bookmark: OLE_LINK6]For Issue 3.14, the indirect path release procedure is as shown in below Figure 1. And the issue is focus on the timing to execute Step 6 during the indirect path release procedure.
[image: ]
Figure 1. Signalling procedure of indirect path release
Regarding how to handle PC5 unicast link, we think it’s very similar to the intra-gNB I2X path switch procedures since the source indirect path is considered to be released at the remote UE and relay UE side. Moreover, for the intra-gNB I2X path switch procedures, they are all specified as that “Either L2 U2N Relay UE or L2 U2N Remote UE's AS layer can release the PC5-RRC connection and indicates upper layers to release PC5 unicast link after receiving the RRCReconfiguration message from the gNB. The timing to execute link release is up to UE implementation.”. Therefore, we propose that the same handling is reused to the indirect path release procedure.
Proposal 9 The timing to execute PC5 link release is up to UE implementation during indirect path release procedure, i.e., either Relay UE or Remote UE's AS layer can release the PC5-RRC connection and indicates upper layers to release PC5 unicast link after receiving the RRCReconfiguration message from the gNB.
For Issue 3.15, according to the Rapporteur’s comment, the issue mainly occurs when security update is needed for remote UE during direct path addition/release and direct path change without indirect path change procedures. Generally, we agree that the issue is valid in both UL and DL cases:
· [bookmark: OLE_LINK2]For UL data transmission, remote UE’s data with old key buffered at the relay UE would be continued to transmit to the gNB if the PC5 link is maintained in case of security update. Then, how to properly handle the buffered data with old key at the relay UE side needs to be considered further if the remote UE determines to maintain the PC5 unicast link. One simple way to handle such case is let the remote UE trigger PC5 link release instead, but it would result in more UL data loss to remote UE and may have some service interruption. 
· For DL data reception, remote UE’s data with old key buffered at the relay UE would be continued to transmit to the Remote UE if the PC5 link is maintained in case of security update. Then, similar to UL case, how to properly handle the buffered data with old key at the relay UE side needs to be considered further if the remote UE determines to maintain the PC5 unicast link. One simple way to handle such case is let the remote UE trigger PC5 link release instead, but it would result in more DL data loss to remote UE and may have some service interruption.
[bookmark: OLE_LINK3]Based on the above observations, both ways can work with pros and cons. The tradeoff between service performance and specification complexity should be taken into account for further down-selection.
Proposal 10 On how to handle the PC5 unicast link during direct path addition/release and direct path change without indirect path change procedures in case of security update, RAN2 to down-select one of the following options:
· [bookmark: OLE_LINK4]Option 1: maintain the PC5 link and handle the buffered data with old key
· Option 2: release the PC5 link and clear the buffered data with old key
How to handle relayUE-HO
This issue corresponds to the RRC open issue 3.18 as summarized below:
	3.18
	How to handle relayUE-HO
	The issue is not covered by any post email discussion now, thus further down-selection is needed.
The issue has been discussed in previous meeting, but no consensus was achieved. The options on table include:
Option 1: NW ensures that before relay UE’s HO, the indirect path is released at remote UE.
Option 2: relay UE indicates Uu HO in notification message to remote UE in Rel-17 way, and remote UE can suspend indirect path and wait for NW reconfiguration.


In our understanding, the above two options are not mutually exclusive. They can usually be used together. Our consideration on how to handle this notification issue for relay UE handover is explained as follows:
· In network side, Option 1 can be used i.e., smart network implementation can guarantee that indirect path has been released in a remote UE before its relay UE performs handover procedure. For example, when serving gNB decides to hand over a relay UE, it should firstly complete the release procedure(s) of indirect path related to this relay UE for each of related remote UE. After reception of reconfiguration complete message for indirect path release from each remote UE, handover signaling is sent to the relay UE. In this way, each remote UE does not need to handle with relay UE handover case. However, this delayed handover processing may bring the risk of handover failure to the relay UE. 
· In remote UE side, Option 2 can be used i.e., if it receives the legacy PC5 HO notification from relay UE, it can suspend the indirect path and wait for gNB releasing this indirect path related to the HO relay UE, which assumes that SRB1 is still available, e.g. the primary path of split SRB1 or the only path of SRB1 always on direct path. If SRB1 is not available upon suspending indirect path, remote UE will trigger RRC re-establishment as legacy.
Proposal 11 It is left to network implementation to guarantee release indirect path from a Remote UE before its relay UE performs handover procedure.
Proposal 12 From the perspective of Remote UE, it will suspend the related indirect path upon reception of Relay UE’s handover notification if its E2E SRB1 is still available. Otherwise (SRB1 not available), remote UE triggers RRC re-establishment.
Relay UE reporting in Scenario 2
This issue corresponds to the RRC open issue 3.19 as summarized below:
	3.19
	Which message is used to report the relay UE information for indirect path addition in scenario 2 (and indirect path change, if supported in scenario 2), and whether multiple relay UEs can be reported.
	The issue is not covered by any post email discussion now, thus dedicated discussion is needed.
This issue has not been discussed in previous meetings. The candidates may include:
1. relay UE(s) is reported via UE information procedure.
2. relay UE(s) is reported via UE Assistance Information.
3. relay UE(s) is reported via measurement reporting.


For Option 1, current UE information procedure is two-step, which means that the gNB firstly requests the relay UE information via UEInformationRequest message and then the remote UE reports the relay UE information via UEInformationResponse message. The drawback of Option 1 is the potential signaling waste because when/how the remote UE triggers the relay UE entering RRC_CONNECTED is up to UE implementation and the gNB has no knowledge when the relay UE information is available or not. As a result, the gNB just only blindly request the relay UE information from the remote UE, which may not get the relay UE information as expected. Based on the observation, Option 1 is not preferred.
For Option 2, UE Assistance Information is one-step procedure, which can avoid the potential signaling waste issue raised for Option 1.
For Option 3, the main concern is that the existing measurement reporting procedure is mainly designed for the 3GPP defined radio interface and thus is not very suitable for scenario 2 as the inter-UE link is unspecified. Besides, there is also no measurement results for the remote UE reporting in scenario 2. It’s less motivated to use measurement reporting.
Based on above analysis, we suggest to adopt Option 2.
Proposal 13 For scenario 2, candidate Relay UE is reported via UE Assistance Information, which includes the C-RNTI and serving cell ID information.
Whether/how trigger the indirect path addition in Scenario 2
This issue corresponds to the RRC open issue 3.20 as summarized below:
	3.20
	Whether/how the network or remote UE can trigger the indirect path addition (and indirect path change, if supported in scenario 2) e.g. by reporting of the relay UE’s ID or a separate signaling.
	This issue was previously discussed without any agreement. The issue is not covered by post email discussion, thus further discussion is needed.



With regards to the potential Uu procedure for remote UE to report the inter-UE relationship, there are two candidate solutions on the table:
Option 1: remote UE oriented solution under common permission by NW, i.e., remote UE autonomously reports the inter-UE relationship with the relay UE after it triggers the relay UE successfully entering RRC_CONNECTED, e.g. with common reporting permission in SIB. The corresponding steps are described as below:
1. Step 1: remote UE implementation triggers the relay UE in RRC_IDLE/RRC_INACTIVE to initiate RRC connection establishment/resume procedure, e.g. with common reporting permission in SIB.
1. Step 2: if the relay UE successfully enters RRC_CONNECTED, the relay UE forwards its C-RNTI and serving cell ID (NCGI) to the remote UE.
1. Step 3: remote UE initiates the report of the inter-UE relationship with the relay UE’ C-RNTI and serving cell ID (NCGI) to the gNB.
1. Step 4: the gNB configures remote UE with the multi path operation with the relay UE.  However, there may be a risk or waste that gNB will only release relay UE if it is not intended to add Ideal-BH relay link based on its algorithm, system load or other reasons. Or, when gNB does not decide to configure multi-path scenario 2 to any remote UE due to high system load or its situation, the reporting permission in SIB will be switched off by NW.


Option 2: NW controlled solution under UE specific permission, i.e., remote UE only reports the inter-UE relationship with the relay UE after the gNB indication. The corresponding steps are described as below:
1. Step 1: remote UE receives the gNB indication or reconfiguration for relay link, additionally which may include the target cell(s) information. Furthermore, there should be additional UE capability for Scenario 2, e.g. one capability bit. gNB can decide whether dedicated scenario 2 permission is needed only for a UE with this capability bit.
1. Step 2: similar as the Step 1 described in Option-1. This Step may be executed only when the camping cell of the relay UE is the same as the target cell(s) indicated by the gNB.
1. Step 3: similar as the Step 2 described in Option-1. 
1. Step 4: similar as the Step 3 described in Option-1. In this Step, the remote UE’s reporting of relay UE’s serving cell ID (NCGI) can be skipped since the target cell(s) is indicated by the gNB.
1. Step 5: the gNB configures relay UE /and remote UE with the multi path operation.  


In general, we think both options can work. Option 1 is useful for the mobile originated traffic or signalling at the remote UE side and common reporting permission can also guarantee that the reporting is somehow under control of NW. While Option 2 is useful for mobility management of multi path operation especially when there is no UL traffic at the moment but only DL traffic arrival for the remote UE and UE specific reporting control is more accurate but with a little higher signalling overhead. However, since the Remote UE is RRC_CONNECTED UE, the signalling overhead is not a big issue. And there is extra UE complexity to read with common reporting permission in SIB. Therefore, Option 2 is preferred.
	
	Option 1
	Option 2

	Description
	Remote UE decide when to trigger state transition of relay UE and then report to gNB under common permission by NW
	NW control when Remote/relay UE report the relationship per UE level

	Pros
	Remote UE reporting the relationship if needed by NW permission 
	Indication/reconfiguration by NW is per UE level


	Cons
	Reporting permission is cell level, e.g. SIB modification upon load situation change

	May have more signaling overhead


Hence, we propose:
Proposal 14 For Scenario 2, with UE specific permission by NW, remote UE reports the candidate relay UE information for indirect path addition (and indirect path change, if supported in scenario 2).

3. Conclusion 
In this paper, we further discuss the remaining issues for Multi-path scenario 1 and scenario 2 and the following proposals are given:
And
MAC open issues
Proposal 1 Only two duplication cases for multi-path Scenario-1 and Scenario-2 are supported:
- 2 legs: direct path and indirect path;
- 3 legs: two legs of CA duplication in direct path and one leg in indirect path.
Proposal 2 Current Duplication Activation/Deactivation MAC CE and Duplication RLC Activation/Deactivation MAC CE are reused with same LCIDs and separate descriptions for both Scenario 1 and Scenario 2.
Proposal 3 RLCi field indicates the activation/deactivation status of PDCP duplication for the RLC entity i where i is ascending order of logical channel ID of secondary RLC entities in the order of direct path and indirect path for Scenario-1.
Proposal 4 For Scenario-2, similar rule and order with the above P3 is reused, i.e. virtual RLCx related to indirect path does not mean a real RLC entity but just refer to indirect path via non-3GPP Ideal backhaul.
Proposal 5 Uu BSR MAC CE and potential SL BSR MAC CE for remote UE with SL mode 1 configuration can be supported only via direct path.
Proposal 6 Buffer size calculation for Uu BSR and SL BSR should reuse legacy DC rules, e.g. PDCP data volume pending for initial transmission of a split bearer is taken into account for both Uu BSR and SL BSR when the total buffer size of this bearer is equal or higher than a configured threshold.
RRC open issues
Proposal 7 For indirect path failure reporting due to PC5 RLF, RAN2 to confirm that SidelinkUEInformation is reused (Scenario 1 only).
Proposal 8 For indirect path failure reporting except PC5 RLF, a new message is introduced with new failure types, e.g. Relay UE’s Uu failure (common to Scenario 1&2) and inter-UE connection failure (Scenario 2 only).
Proposal 9 The timing to execute PC5 link release is up to UE implementation during indirect path release procedure, i.e., either Relay UE or Remote UE's AS layer can release the PC5-RRC connection and indicates upper layers to release PC5 unicast link after receiving the RRCReconfiguration message from the gNB.
Proposal 10 On how to handle the PC5 unicast link during direct path addition/release and direct path change without indirect path change procedures in case of security update, RAN2 to down-select one of the following options:
· Option 1: maintain the PC5 link and handle the buffered data with old key
· [bookmark: _GoBack]Option 2: release the PC5 link and clear the buffered data with old key
Proposal 11 It is left to network implementation to guarantee release indirect path from a Remote UE before its relay UE performs handover procedure.
Proposal 12 From the perspective of Remote UE, it will suspend the related indirect path upon reception of Relay UE’s handover notification if its E2E SRB1 is still available. Otherwise (SRB1 not available), remote UE triggers RRC re-establishment.
Proposal 13 For scenario 2, candidate Relay UE is reported via UE Assistance Information, which includes the C-RNTI and serving cell ID information.
Proposal 14 For Scenario 2, with UE specific permission by NW, remote UE reports the candidate relay UE information for indirect path addition (and indirect path change, if supported in scenario 2).
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