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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At RAN2#123 meeting, RAN2 made the following agreements regarding the model transfer/delivery:
	· Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.


At RAN2#121 meeting, RAN2 made the following agreements regarding the model transfer/delivery:
	· We Use the wording “model transfer/delivery”
· model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.

· Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
· The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 

Note: the table is attached in the Annex.


In this contribution, we will further discuss solutions of model transfer/delivery.
2. Discussion
It has been observed that when UE has limitation to store all related models, model delivery/transfer to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer. In case a single model cannot generalize well to multiple scenarios/configurations/sites, multiple may be deployed per site. In such case, UE may have to frequently download model (model transfer/delivery to UE) when moving across sites (e.g., cells). When moving across neighboring cells, for UE to be able to timely switch model, UE may have to proactively download the model before acceesing to a neighbor cell. Otherwise UE would tardively switch the model in the cell or in worse case, UE may not be able to successfully switch the model in the cell before moving away. After pre-dowload of the model, UE can timely perform model switching when changing in scenarios occurs.
Therefore, 
Proposal 1: UE is allowed to pre-download AI/ML models and perform model switching when changes in scenarios, configurations, or sites occur.
In case of huge model size, as UE torage capacity is limited, pre-download of model may not be practical, thus model pre-dowload should be considered for only limited size model. Additionally, if there is no latency requirement for model download, model pre-download may not be necessary.
Therefore, 
Proposal 2: AI/ML models pre-download should apply to limited size model. FFS the maximum size limit for model pre-download.
At RAN2#122 meeting, RAN2 has agreed the following functional architecture of AI for air interface
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According to model storage deployment location, the model can be further transferred for UE model usage. 
For model transfer/delivery Solution 4, this solution may or may not have specification impact based on the server deployment, i.e., OAM based server or typical OTT server outside operator network. For typical OTT based server model transfer, the model transfer/delivery can be transparent to 3GPP network. But, for OAM based approach, some specification work may, at least, involve SA5 side work. Thus, to simplify potential model transfer/delivery with Solution 4 can further be classified as:
· Solution 4a: Server (e.g., OAM) can transfer/deliver AI/ML model(s) to UE
· Solution 4b: Server (e.g., OTT) can transfer/deliver AI/ML model(s) to UE 
Solution 4a is not transparent to 3GPP as it may have SA5 involvement. But, as highlight above, solution 4b can be completely transparent to 3GPP.
Therefore,
Proposal 3: Solution 4 is further classified as:
· Solution 4a: Server (e.g., OAM) can transfer/deliver AI/ML model(s) to UE
· Solution 4b: Server (e.g., OTT) can transfer/deliver AI/ML model(s) to UE( transparent to 3GPP) 
Actually, there is no direct connection between OAM and UE. How Solution 4a work may require some 3GPP works, which not just be related to RAN2. And potential solution may be very complicated. Thus,
Proposal 4: RAN2 to deprioritize Solution 4a.
RAN2 can first focus on solutions 1a and 3a as they are within RAN2's scope. Solution 1b/2a/2b/3b may further require other WGs involvement, such as RAN3/SA2. As RAN3/SA2 does not have TU in the SI phase, RAN2 may capture a general summary of the pros/cons for each solution in the SI phase and study how to address the cons of solutions independent of RAN3 or SA2. If SI concludes that identified solutions for normative work require the involvement of RAN3 and/or SA2, RAN3 and/or SA2 can be involved in the WI phase. If RAN2 identifies critical issues to be addressed by RAN3 and/or SA2, RAN2 can further discuss whether LS to RAN3 and/or SA2
Proposal 5: RAN2 discussion can first focus on solutions of model transfer/delivery that may not require involvement of other WGs.
In addition to the analysis of the pros/cons of the potential solutions (in the Annex), we think UP-based model transfer solutions can not guarantee the latency of model transfer, which is one of the key performance metrics, especially for CSI and beam management use cases. 
Table 2-1: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Based on Table 2-1, we think Solution 1a and 3a can satisfy current AI/ML use cases model transfer requirements and these two solutions are in RAN2’s, we propose:

Proposal 6: RAN2 to further investigate the following solutions for model transfer:
· Solution 1a for CSI feedback enhancement and Beam management use cases. 
· Solution 3a for positioning accuracy enhancement use case.
The following sections will analyze how to address the cons of solutions 1a and 3a. 
The cons of solution 1a include:
· Issue 1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
· Issue 2. Maybe high control plane overhead, as a large model size may need segmentation/ transmission/ acknowledgment. This consumes critical configuration time for model transfer/delivery
· Issue 3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequently the gNB sends new/updated AI/ML to the UE
On top of the above issues, the additional cons of solution 3a include:
· Issue 4. If NAS does the segmentation, it may introduce some overhead.
Whether Issue 1 exists depends on the typical model size determined by RAN1. If it is only dozens or hundreds of KB, it can be solved by slightly increasing the number of segments, by RRC segmentation. If the size is too large, such as dozens or hundreds of MB, too many segments are yet not appropriate. Another approach is to introduce a unified protocol layer (e.g., AI layer) to support the AI functions. Besides, the model transfer scheme should be the same for each AI use case, e.g., the model segment scheme. In this way, we think that it is feasible and is likely to support more AI use cases in the future. 


Figure 2-1 Protocol stack for the new AI layer
With the above discussion, we can summarize with two solutions:
· Solution 1: Rely on RRC segmentation to transfer larger size model
· Solution 2: Introduce a unified protocol layer (e.g., AI layer) to support the model transfer (including model segment/re-segment) for each use case.
Solution 2 would introduce a unified solution to support the model transfer, with future proof. Thus, we think Solution 2 could be a good way forward for model transfer.
Therefore,
Proposal 7: To address the model size issue of model transfer using Solution 1a/3a, RAN2 to further consider the following two solutions:
· Solution 1: Rely on RRC segmentation to transfer larger size model
· Solution 2: Introduce a unified protocol layer (e.g., AI layer) to support the model transfer (including model segment/re-segment) for each use case.
For Issue 2, a lower-priority SRB can be used to transmit the signaling of the model to reduce the impact on the other high-priority signaling. In R17, SRB4 was introduced to transmit QoE reports, which can be reused for model transfer. Another straightforward way is to introduce a similar low-priority SRB.
Proposal 8: To address the CP overhead issue of model transfer using Solution 1a/3a, SRB4 can be reused or a new low-priority SRB can be introduced to reduce the impact on the transmission of other high-priority signalings.
Issue 3 is related to model generalization performance. Specifically, if the model generalization performance is poor, such as each model only applies to the serving cell, then the incomplete RRC signaling transmission does not have to continue after UE handover to another cell. Therefore, we propose to remove the cons.
Proposal 9: For model transfer using Solution 1a/3a, remove the incomplete control plane model transfer issue.
For LPP transmission between LMF and UE, the segmentation is performed at the LPP layer. To be specific, when a sender employs LPP message segmentation, the sender shall include the IE SegmentationInfo in each LPP message segment. When a receiver receives an LPP message indicating that more messages are on the way, the receiver may store the LPP message. If the new message indicates that no more messages are on the way, the receiver shall assume that message segmentation is complete and shall process the new message and any stored message segments for the same session and transaction ID. That is, the segmentation of LPP transmission has been supported and only one extra bit for each segment is needed. Therefore, we suppose issue 4 is not critical and can be removed.


Figure 2-2 LPP Message Segmentation procedure
Proposal 10: For model transfer using Solution 3a, remove the overhead issue of segmentation.
3. Conclusion
Proposal 1: UE is allowed to pre-download AI/ML models and perform model switching when changes in scenarios, configurations, or sites occur.
Proposal 2: AI/ML models pre-download should apply to limited size model. FFS the maximum size limit for model pre-download.
Proposal 3: Solution 4 is further classified as:
· Solution 3a: Server (e.g., OAM) can transfer/deliver AI/ML model(s) to UE
· Solution 3b: Server (e.g., OTT) can transfer/deliver AI/ML model(s) to UE( transparent to 3GPP) 
Proposal 4: RAN2 to deprioritize Solution 4a.
Proposal 5: RAN2 discussion can first focus on solutions of model transfer/delivery that may not require involvement of other WGs.
Proposal 6: RAN2 to further investigate the following solutions for model transfer:
· Solution 1a for CSI feedback enhancement and Beam management use cases. 
· Solution 3a for positioning accuracy enhancement use case.
Proposal 7: To address the model size issue of model transfer using Solution 1a/3a, RAN2 to further consider the following two solutions:
· Solution 1: Rely on RRC segmentation to transfer larger size model
· Solution 2: Introduce a unified protocol layer (e.g., AI layer) to support the model transfer (including model segment/re-segment) for each use case.
[bookmark: _GoBack]Proposal 8: To address the CP overhead issue of model transfer using Solution 1a/3a, SRB4 can be reused or a new low-priority SRB can be introduced to reduce the impact on the transmission of other high-priority signalings.
Proposal 9: For model transfer using Solution 1a/3a, remove the incomplete control plane model transfer issue.
Proposal 10: For model transfer using Solution 3a, remove the overhead issue of segmentation.
4. Reference



5. Annex–analysis of solutions for model transfer/delivery
	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution

	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic
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