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Introduction
In RAN1#123 meeting [1], for model transfer the agreements below have been achieved:
	Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.


And based on the results of multiple RAN1 discussions, RAN1 includes the aspects below for Life Cycle Management (LCM) in TR38.843 [2], to control and manage the whole life of the AI/ML based function enhancement:
	 The following aspects, including the definition of components (if needed) and necessity, are studied in Life Cycle Management:
-	Data collection
-	Note: This also includes associated assistance information, if applicable.
-	Model training
-	Functionality/model identification 
-	Model transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)
-	Functionality/model monitoring
-	Model update
-	UE capability
Notes: Some aspects in the list may not have specification impact. 


In the LCM procedure, some aspects in the list may not have specification impact, and some aspects may have. Therefore RAN2 could identify which aspects can be discussed in RAN2 from specification impact aspect, and then the detailed content can be discussed based on RAN1 progress.
Since data collection is discussed in separate section, this contribution aims at some other model control purposes. 
· Model transfer/delivery;
· Model training and inference;
· Subsequent action(s) after Model monitoring;
· Model update.
Discussion
0. Model transfer/delivery
The possible relations between model transfer solutions and use cases are given in the Table1 below:
Table1: Relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a: gNB to UE via RRC,
Solution 1b: gNB to UE via UP
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a: CN to UE via NAS, Solution 2b: CN to UE via UP
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a: LMF to UE via LPP,
Solution 3b: LMF to UE via UP
	Positioning accuracy enhancement

	Solution 4: Server to UE
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Based on the offline#027 of RAN2#121 meeting [3], the expected pros and cons are captured for the listed solutions, the agreeable pros/cons by most companies are achieved and can be considered as starting point for further discussion:
	The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 


In this section, we further discuss the solutions for each use case in the aspects of:
· Terminated entities of UE/gNB/LMF/CN;
· Impact on other WGs.
Since Solution 4 is transparent to 3GPP, we mainly focus on Solution 1a/1b, 2a/2b and 3a/3b in this paper.
For the CSI feedback enhancement and the beam management use cases
At least in current RAN1 discussion and assumption, the use cases of CSI feedback enhancement and Beam management only involve UE and gNB, so these two use cases can be discussed together. We list the possible model transfer solutions of these two use cases in the Table2 below:
Table2: Model transfer solutions of CSI and BM use cases
	Solutions
	The sender and receiver of model transfer

	Solution 1a, 1b
	gNB to UE, UE to gNB

	Solution 2a, 2b
	CN to UE, UE to CN


[bookmark: _GoBack]In Table 2 Solution 1a/1b, the model is transferred between UE and gNB. For CSI compression sub use case, if model training is performed at gNB with type 1 training collaboration, the model transfer/deliver from gNB to UE is needed (i.e., Solution 1a/1b). If model training is performed at UE with type 1 training collaboration, the model transfer/deliver from UE to gNB is needed. It is not covered in agreed potential solutions as all agreed potential solutions are related to DL direction, not in UL direction. Here, we include it in solution 1a/1b for better understand and discussion. For BM use cases, if model training at gNB, the gNB needs to transfer/deliver the model to UE for UE-sided model.
To compare between the solution 1a and 1b, the pros and cons are captured in the Email discussion [4]. Whether a first-best solution can be decided depends on the further discussion on the pros and cons. Generally speaking, these two use cases can work without any CN participation. Therefore the Solution 1a/1b between UE and gNB can take higher priority for these two use cases.
In our point of view, it is suggested RAN2 further discuss Solution 1a first, since it is the solution which can be more controlled by RAN2 without introducing new protocol stack architecture, and has minimum impact on other WGs. 
Observation 1: For the model transfer/delivery of CSI feedback and the beam management use cases, Solution 1a can be totally controlled by RAN2 without introducing new protocol stack architecture.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 1: For the CSI feedback and the beam management use cases, prioritize the Solution 1a, i.e., via RRC signalling for model transfer/delivery.
In table 2, the AI model is transferred between UE and CN node for Solution 2a/2b. For CSI compression sub use case, if model training is performed at gNB with type 1 training collaboration, the model transfer/deliver from gNB to CN node and CN node to UE (i.e., Soulution 2a/2b) are needed. If model training is performed at UE with type 1 training collaboration, the model transfer/deliver from UE to CN node and CN node to gNB are needed. Regarding the case “from UE to CN node”, it is not covered in agreed potential solutions as all agreed potential solutions are related to DL direction. Here, we include it in Soulution 2a/2b for better understand and discussion. For BM use cases, if model training at gNB, the gNB needs to transfer/deliver the model to CN node and CN node to UE for UE-sided model. Therefore to use Solution 2a, 2b, the model transfer from gNB to the CN node or from CN node to the gNB is necessary in the flow. 
Proposal 2: If support Solution 2a/2b, the model transfer/delivery between gNB and the CN node is necessary in the flow.
For the positioning accuracy enhancement use case
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as two representative sub-use cases in RAN1#111 meeting and 5 detailed positioning cases are identified:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning 
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning 
The positioning Case 1/2a/2b is involving UE or involving UE and LMF, therefore at least the LCM purpose of model transfer can be transparent to the gNB entity; and the positioning Case 3a/3b is involving gNB and LMF which has no relationship with UE. So to consider the model transfer/delivery, it is suggested RAN2 firstly focus on the first two cases as other cases have no model transfer/deliver by air interface involved.
Proposal 3: RAN2 takes positioning cases 1/2a as high priority for the model transfer/delivery of the positioning accuracy enhancement use case.
For positioning accuracy enhancement use case, we think the LMF is an appropriate node to perform model training for network side model training and then to start DL model transfer to the UE, or OAM/LMF can perform the model training and then transmit the model to the UE via gNB/CN. But this is only applicable for the case 1 and case 2a which performs the model inference in UE side. For gNB side model (Case 3a), it is appropriate to transfer the model from LMF/OAM to gNB. And for LMF side model (Case 2b/3b), it is simpler to perform both model training and model inference inside LMF. For different positioning cases, we list the possible model transfer solutions in the Table3 below:
Table3: Model transfer solutions of Positioning use cases
	Model side
	Solutions
	The sender and receiver of model transfer

	UE-sided model
(Case 1/2a)
	Solution 1a/1b, 2a/2b
	OAM/TCE/LMF to UE, via gNB/CN

	
	Solution 3a, 3b (Preferable)
	LMF to UE

	
	Solution 4
	OTT server to UE

	LMF-sided model
(Case 2b/3b)
	No related
	N/A

	gNB-sided model
(Case 3a)
	No related
	LMF/OAM to gNB


Solution 3a/3b can only be used for positioning accuracy enhancement use case, and these two solutions can be applicable to the first 2 positioning cases listed above. Therefore, compared with solution 1a/1b or solution 2a/2b for which the model transfer should be terminated in gNB or CN, it is more convenient to transfer the AI model between UE and LMF directly e.g. using LPP specification. 
By using solution 3a/3b, the model can be trained in LMF for network side training, and it can be used in LMF or transferred to the UE directly. But if using other solutions, additional model transfer between LMF and gNB (for solution 1a/1b) or between LMF and other CN node (for solution 2a/2b) is necessary to be introduced, if model training is performed in the network side of LMF.
Based on the analysis above, we propose to prioritize the Solution 3a/3b for model transfer/delivery for positioning accuracy enhancement use case, at least for positioning enhancement case 1/2a, as long as the Solution 3a/3b can work well.
Observation 2: Additional model transfer between LMF and gNB (for solution 1a/1b) or between LMF and other CN node (for solution 2a/2b) is necessary to be introduced, for network side model training in LMF.
Proposal 4: For the positioning accuracy enhancement use case, prioritize the Solution 3a/3b for model transfer/delivery, at least for positioning enhancement case 1/2a.
0. Model training and model inference
The spec impacts on model training and model inference are mainly related with data collection from RAN2 point of view. In many cases the model training and the model inference mainly involve internal operation of the UE and/or the network, and the protocol/signaling impact may not be as much as some of the other LCM steps. 
The terminology of One-sided (AI/ML) model and Two-sided (AI/ML) model are defined to indicate whether a joint inference is performed by both the network and the UE, e.g. for CSI compression, a two-sided model is used. And besides the inference type, whether a joint training is performed by both sides is also discussed for specific use case. 
Basically, the model training can be studied based on specific use case. By deciding the model training/inference side(s), main structure and the necessary assistance information exchanged between UE and gNB can be identified for different LCM steps for different sub-use cases.
Observation 3: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Based on the email discussion [5], it can be seen that for different use cases, the mapped entity can be different. Generally, for CSI compression and BM which mainly involve physical layer operation, the mapped entities can be UE and/or network. While for Positioning, it mainly impacts UE, LMF and etc. 
Therefore, it is proposed that:
Proposal 5: Detailed RAN2 protocol/signaling impact between UE and network for model training/inference should be studied on the model training/inference side(s) per sub-use case.
0. Subsequent action(s) after Model monitoring
The involved RAN1 agreements in previous RAN1 meetings are as below:
	RAN1#110bis
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

	RAN1#111
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 


	RAN1#113
Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.



It is RAN2 agreement that a model is identified by a model ID, and RAN1 agreed to support multiple AI models for the same functionality. Therefore, the RAN1 agreements can be concluded as two parts:
· Multiple AI models for the same functionality based on different model IDs is supported, and the model selection and switching may need procedure and assistance signaling transfer;
· Policy management function can be stayed in the UE or in the NW after monitoring. On one hand, the conditions to trigger different actions can be different, and the input parameters for Policy management function e.g. trigger criteria may need to be configured; one the other hand, the output of the Policy management function e.g. model switching/fallback/update may be informed to the other side. In a word, the configuration of monitoring parameters and the monitoring result/triggered action may need to be indicated to the other side.
For example, if model training is performed in the network side, and if the model inference and monitoring are performed in the UE side, the general procedures of network or UE decision can be as the figures below (for functionality based LCM, the similar procedure can be applied):


   
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Figure 1(a) Decision after monitoring by UE                Figure 1(b) Decision after monitoring by Network
Therefore, the procedure for model monitoring and the subsequent action(s) depends on the model monitoring side and in which side to decide the action(s) based on the evaluation of model monitoring.
Observation 4: The model monitoring/decision side(s) may largely impact the RAN2 specification for model monitoring and the subsequent action(s).
Proposal 6: Detailed RAN2 protocol/signaling impact between UE and gNB for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update should be studied on the model monitoring side.
Furthermore, based on the agreements made in RAN1, it can be seen that indication of activation/deactivation/switching/fallback is based on individual AI/ML functionality or individual model IDs respectively according to the corresponding procedure, i.e. functionality-based LCM or model-ID-based LCM. It is still FFS on whether the same procedure can be used to indicate activation/deactivation/fallback/switching of AI/ML functionality or model and whether the same signaling except the content, i.e. functionality or model based, is used to indicate activation/deactivation/fallback/switching of AI/ML functionality or model. 
For CSI compression and BM, the latency may be one sensitive KPI. Hence, MAC CE/DCI based signalling is more applicable to indicate activation/deactivation/switching/fallback for the functionality or model, which is in RAN1 scope. However, for positioning enhancement which may not have such high latency requirement, RRC signaling may be applicable. 
Therefore, whether the same procedure/signalling is used to indicate activation/deactivation/fallback/switching of AI/ML functionality or model highly depends on the sub-use case. Therefore it is proposed that:
Proposal 7: For CSI/BM sub-use cases, RAN2 waits for RAN1 progress to decide the siganlling /procedure used to indicate activation/deactivation/switching/fallback for both functionality and model-ID based LCM.
Proposal 8: For positioning sub-use case, RRC signalling is used to indicate activation/deactivation/switching/fallback for both functionality and model.
0. Model update
RAN1#111 meeting made the definition of the model update and model parameter update:
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model


For the description of above definitions, the procedure of model update and model parameter update is a kind of model re-training or fine-tuning based on the updated data set. Thus, the spec impacts on model update and model parameter update are mainly related with data collection for model training, and the request signalling to trigger the model update or model parameter update.
Proposal 9: From RAN2 point of view, the spec impacts on the model update and model parameter update are mainly related with data collection for model training, and the request signalling to trigger the model update or model parameter update.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
Observation 1: For the model transfer/delivery of CSI feedback and the beam management use cases, Solution 1a can be totally controlled by RAN2 without introducing new protocol stack architecture.
Proposal 1: For the CSI feedback and the beam management use cases, prioritize the Solution 1a, i.e., via RRC signalling for model transfer/delivery.
Proposal 2: If support Solution 2a/2b, the model transfer/delivery between gNB and the CN node is necessary in the flow.
Proposal 3: RAN2 takes positioning cases 1/2a as high priority for the model transfer/delivery of the positioning accuracy enhancement use case.
Observation 2: Additional model transfer between LMF and gNB (for solution 1a/1b) or between LMF and other CN node (for solution 2a/2b) is necessary to be introduced, for network side model training in LMF.
Proposal 4: For the positioning accuracy enhancement use case, prioritize the Solution 3a/3b for model transfer/delivery, at least for positioning enhancement case 1/2a.
Observation 3: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Proposal 5: Detailed RAN2 protocol/signaling impact between UE and network for model training/inference should be studied on the model training/inference side(s) per sub-use case.
Observation 4: The model monitoring/decision side(s) may largely impact the RAN2 specification for model monitoring and the subsequent action(s).
Proposal 6: Detailed RAN2 protocol/signaling impact between UE and gNB for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update should be studied on the model monitoring side.
Proposal 7: For CSI/BM sub-use cases, RAN2 waits for RAN1 progress to decide the siganlling /procedure used to indicate activation/deactivation/switching/fallback for both functionality and model-ID based LCM.
Proposal 8: For positioning sub-use case, RRC signalling is used to indicate activation/deactivation/switching/fallback for both functionality and model.
Proposal 9: From RAN2 point of view, the spec impacts on the model update and model parameter update are mainly related with data collection for model training, and the request signalling to trigger the model update or model parameter update.
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