
[bookmark: OLE_LINK39][bookmark: OLE_LINK40][bookmark: OLE_LINK41][bookmark: OLE_LINK42]3GPP TSG-RAN WG2 Meeting #123bis		R2-2309662
Xiamen, China, October 09–13, 2023
		
[bookmark: _GoBack]Source:	CATT, Turkcell
[bookmark: Title]Title:	Capability and applicability conditions reporting of AIML for NR air-interface
[bookmark: Source]Agenda Item:	7.16.2.1
[bookmark: DocumentFor]Document for:	Discussion and Decision

Introduction
In previous RAN1 and RAN2 meetings, UE capability and/or applicability conditions reporting addressing how to indicate the supported AI functionality/model have been studied. In this document, we focus on the analysis of these procedures and our observations and proposals are provided.
Discussion
In RAN2#121bis, there was one FFS left:
	· FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 


Considering the characteristics of supported functionalities/functionality for a given sub-use-case or AI/ML model IDs for a given AI/ML-enabled Feature/FG, it can be considered as “static” information. This part can be reported to the network using UE capability mechanisms.
Regarding CSI and BM which mainly involve gNB and UE, the UE capability mechanism defined in RRC can be used as baseline. That is the UE can report the supported functionalities/functionality or AI/ML model IDs which are related to CSI or BM in RRC capability.
Regarding Positioning, the interaction between UE and LMF is mainly studied in AI. Hence, the LPP capability can be studied as baseline.
Besides, this issue was also discussed in email [1], and the following proposal was supported by all companies taking participation into the email discussion without confirming:
	Proposal 1 (24/24): The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.


Based on the analysis above, it is proposed that:
[bookmark: _Toc146637237]Proposal 1: RAN2 confirms that the legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
In the email discussion [1], the content of applicability condition was discussed, e.g., UE speed/scenarios/locations/configurations/deployments. But there is no consensus on this issue. From our perspective, we can wait for more inputs from RAN1 and focus on signaling procedure for “applicability condition” in RAN2.
One issue of applicability conditions is the procedure on how applicability condition works. And the following options were provided in the email [1].
· Alt-1: the UE is configured with AI/ML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 
· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 
· Alt-3: both Alt-1 and Alt-2
· Alt-4: UE reports the applicability condition fulfilment to the network and network configures the UE AI/ML enabled features.
In our understanding, Alt-1 leaves privacy and flexibility to the UE, especially for the data which may be sensitive to the UE. And Alt-2 makes the network to be aware of more details about the procedure and make more proper configurations for the UEs. Considering both Alt-1 and Alt-2 can work, we can’t exclude any one of the solutions at this stage. So, we suggest study both Alt-1 and Alt-2.
Regarding Alt-4, it is somehow like event trigger mechanism. We think this can be low priority considering we have no clear definition of “applicability conditions”.
[bookmark: _Toc146637238]Proposal 2: Regarding how applicability conditions works, the following mechanisms can be considered as candidate solutions:
· Alt-1: the UE is configured with AI/ML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 
· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 
· Alt-3: both Alt-1 and Alt-2.
For the applicability conditions of AIML models and/or functionalities after UE capability reporting which is mainly the updates on applicable functionality(es) or UE part/UE-side model(s) for a given AI/ML-enabled Feature/FG. This kind of information may change during the LCM procedure. So it is not suitable to report using UE capability mechanism. And it is also recommended in the email discussion that:
	Proposal 6 (21/24): Because applicability conditions may update frequently, enhance existing signaling to report them to the NW when they are available at the UE (e.g. as annex to the capability report, to the reconfiguration complete or to the UAI).


Generally, UEAssistanceInformation is used for the indication of UE assistance information to the network based on the network configuration. For applicability conditions of AI/ML models and/or functionalities reporting which does not have high requirement on latency, it is feasible to be transferred in UEAssitanceInformation. While, using the reconfiguration complete message mainly depends on the network configuration. That is UE can’t initiate the procedure to report the applicability conditions of AIML models and/or functionalities. And this brings significant restriction on UE behavior.
Based on the discussion above, it is suggested that:
[bookmark: _Toc146637239]Proposal 3: UEAssistanceInformation is prioritized for reporting the applicability conditions of AIML models and/or functionalities after UE capability reporting.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]In this document, we discuss how to report capability and applicability conditions in AI/ML, and the following proposals are provided:
Proposal 1: RAN2 confirms that the legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
Proposal 2: Regarding how applicability conditions works, the following mechanisms can be considered as candidate solutions:
· Alt-1: the UE is configured with AI/ML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 
· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 
· Alt-3: both Alt-1 and Alt-2.
Proposal 3: UEAssistanceInformation is prioritized for reporting the applicability conditions of AIML models and/or functionalities after UE capability reporting.
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