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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]The draft technical report on the study of Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface is available in TR 38.843 v1.0.0. However, the general AI/ML aspects are still not considered as completed. 
In RAN2#123, the following agreements have been achieved.
P1-P6 [in R2-2308286 Report of [Post122][060][AIML] Mapping of functions to physical entities], are agreed, it is expected that FFS items for which support is not increased will be removed.
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS.

In RAN1#114, the following agreements have been achieved. 
	Agreement
Conclude that applicable functionalities/models can be reported by UE.
Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.
Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE.
· Note: the need of model transfer will be discussed separately.
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes.
· Note: Details can be studied in the WI phase.
Agreement
RAN1 confirms Assumption 2 in RAN2 LS.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.


Agreement
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. 
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.


For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
Agreement (For Replying RAN2 LS)
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
Agreement (For Replying RAN2 LS)
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: For CSI prediction, inform RAN2 related conclusions/agreements/observations the entities for data generation and termination are under RAN1 discussioni.
Note: RAN1 did not reply on the notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: For assistance information, inform RAN2 related conclusions/agreements/observations. RAN1 did not reply on assistance information.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input.  
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.

Observation
Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
Agreement (For Replying RAN2 LS)
For CSI prediction enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
Agreement
To reply RAN2 LS, for 
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


RAN1 informs RAN2:
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For (real-time) model UE-side performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above refers to essential inputs for the given use case and does not include assistance information that a model may additionally use for performance metric calculation.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input. RAN1 did not reply on assistance information.


In this paper, we provide our further views to complete the general framework especially for lifecycle management (LCM).
Discussion
Model ID based LCM
If more than one AI/ML models are available for the same functionality, for example, different AI/ML models have been trained for different configurations or scenarios, LCM would be extended to multi-model management, including model activation, deactivation, selection, switching, and so on. 
Two different LCM frameworks, model-ID-based LCM and functionality-based LCM are under active discussions in several meetings at RAN1, but the relationship between them are still not clear. To our understanding, if both LCM frameworks will be supported eventually in Rel-19, we don’t need to discuss the relationship since they may work independently. If the two LCM frameworks would work jointly, the granularities of different terminologies may be ordered as the following: sub-use-case >= functionality >= AI/ML model.
On the other hand, if only one LCM framework will be supported, we prefer to support model-ID-based LCM since functionality-based LCM may not be able to support all collaboration levels between NW and UE, especially for level Z with model transfer. It could be difficult to deliver or to transfer multiple models for the same functionality without involving model ID. To have one and only complete solution, model-ID-based LCM should be given a higher priority.
Proposal 1: Study model-ID based lifecycle management with a higher priority (within model-ID-based LCM and functionality-based LCM) .
Model-ID can be quite useful to control the signalling overhead. Even the AI/ML models are NW-sided models, model-ID is also needed to let UE know that the applied AI/ML model has been changed/updated and corresponding measurement and report for the UE to provide for the input of model inference may also be updated.
Proposal-2: Support model-ID based lifecycle management also for NW-sided model, and details of usage of model-ID is FFS.
Furthermore, the globality of the Model-ID is being under discussion and it is useful for e.g., model deployment or registration, but global model ID may be too long to be used suitably for some specific LCM procedure, e.g., model switching. Model index which is associated to each global model ID and unique within one UE can be further considered. For instance, if there are multiple models for the same functionality configured to one UE and need to be switched, only a model index (which is low overhead) may be enough to indicate then.
Model ID is also a RAN2 discussion point and the previous agreements suggested that Model ID can be “global”, which is particularly useful considering model transfer and test certification. We think that the Model identification procedure is used to translate the global model ID to the local model index of an AI/ML model.
For a two-sided AI/ML model (e.g., for the use case of CSI compression), since NW part (e.g., CSI reconstruction part) and UE part (e.g., CSI generation part) may not be trained jointly, for example, via model training collaboration type 2 or 3, and multiple NW parts and UE parts may be trained even for one AI/ML model. In this case, as a part of the model ID, identification of NW parts and UE parts may also be useful. Meanwhile, additional procedures may apply to select one of NW parts to be best matched with one of the UE parts before effective Model Inference. 
Proposal-3: For a two-sided model, discuss methods to align NW part and UE part of one AI/ML model, e.g., assigning NW part ID and UE part ID in addition to model-ID.

Data collection
Currently, the following agreements on data collection have been captured in the latest TR.
	Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
Data collection latency: <omitted>
At least the following aspects, if applicable, are considered along with the corresponding specification impact:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signalling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signalling for data collection procedure



As can be seen, data collection is needed for different LCM stages, for example, model training, model inference and model monitoring. For different representative sub use cases, studies are needed to identify whether the legacy CSI/BM/positioning framework can be sufficient for each sub use case respectively. 
A hierarchical structure could be useful to link the AI/ML framework and the legacy CSI/BM/positioning framework. Multiple alternatives can be considered and we need to study their pros and cons in terms of complexity, flexibility, requirement on UE capability, latency, as well as the spec impact. Taking CSI report as an example, one method is to configure one legacy CSI ReportConfig for each stage of LCM of an AI/ML model, as shown in the figure (a) below. The other way is to use RRC to reconfigure the target AI/ML model and LCM stage for a CSI ReportConfig, as shown in the figure (b) below.

[image: A diagram of a workflow
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Figure 1: Using legacy CSI framework to collected data needed for an AI/ML model
 (a) dedicated ReportConfig for LCM; (b) defining the target LCM for one ReportConfig
Proposal 4: Conclude that legacy CSI/BM/positioning framework can be start points for measurement and report configuration for data collection. And a linkage between the AI/ML framework and the legacy CSI/BM/positioning framework can be useful for data collection. 

Model selection, activation, deactivation, switching, and fallback
Although explicit LCM signalling can be used to indicate model selection, activation/deactivation/switching, as captured below, adaptive selection of applied AI/ML model can greatly reduce signalling overhead, and possibly latency.
	TR 38.843 v1.0.0
In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). 
In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
For functionality/model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. 



As discussed, if more than one AI/ML models are available for the same functionality, they may be trained specifically for different configurations or different scenarios. Adaptive selection of applied AI/ML model can greatly reduce the required LCM signalling on explicit model selection, activation, deactivation, switching, and fallback. For example, if different AI/ML models are available for LOS/NLOS, high/low SINR, high/low velocity, more/less antenna ports/beams respectively, model switching can be adaptive to the change of configurations or the detection of change of the scenarios.
Proposal-5: Discuss adaptive model/functionality selection, activation, deactivation, switching, and fallback based on additional conditions.

As most mechanisms currently assumed for model selection/activation/deactivation is by using UE dedicated signalling which can result in significantly high overhead and increased burden on network management, we might also consider the mechanisms by which some of AI/ML models can be activated autonomously e.g. based on broadcast signalling. For example, UE can get information about the AI/ML model to be activated through broadcast signalling (e.g., SIB) and can activate the model on its own if no additional information is required from the network for model selection. This would be beneficial for AI/ML models whose parameters are mainly derived based on network characteristics for e.g. beam prediction. 
Proposal-6: Support autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.

Model monitoring
For AI/ML model performance feedback, methods should be identified to support the monitoring of AI/ML model performance and the required feedback signalling. In previous RAN1 discussion, a number of methods were identified by RAN1, each method has its own application scenario, since the cause of model failure may be different. Supporting more than one monitoring methods as discussed by RAN1 seems inevitable. If the monitoring method is determined at network side, the configuration information of model monitoring method should be provided to UE. If the monitoring method is determined at UE solely, together with the model monitoring results, it may report to the network, the applied monitoring method, or it may report the cause of model failure if the model monitoring results implying the model has been failed.

Proposal-7: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Moreover, it is expected that for UE sided monitoring, if the model fails or if model is not performing well then, the report may need to be provided to the network with minimal latency, especially for the AI/ML models which are delay sensitive (e.g., channel reporting). Hence, L1/L2 based mechanisms framework should be defined to allow reporting from the UE to the network about model failure or deteriorating model performance to reduce the delay as much as possible. If L1/L2 based mechanism is defined then signalling overhead is a serious concern and hence further discussion is required on the information content which can be included within L1/L2 signalling. 

Proposal-8: Define L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.

Model applicability
In RAN2#123 meeting, RAN2 discussed the applicable scenarios/conditions for a particular AIML algorithm for a certain use case. Meanwhile, RAN1#113 also discussed the need to study how to handle UE’s internal conditions such as memory, battery which may impact AI/ML operation. 
Given that AI/ML models are expected to be more intensive as compared to legacy operation and may require dedicated UE hardware to optimise its operations, it seems natural to support handling UE internal conditions properly. While for the case of UE-based AI/ML operation, such kind of intervention can be performed locally at UE without any awareness of 3GPP network, for the case when AI/ML model operation is controlled by the network (e.g., activation/deactivation), it is beneficial to discuss how the UE can indicate its internal conditions to the network for optimal AI/ML operation. 
There are two types of indications from UE to network which can be supported for such application. 
In the first approach, the UE can indicate to the network its detailed status of memory size, battery level and other hardware limitations to the network like UE Assistance Information transmission. However, this may involve proprietary information disclosure of UE’s operation which may be undesirable. Further it is not clear how network would be able to ascertain based on the assistance information whether UE can run an AI/ML model/functionality as AI/ML operation footprint shall be UE implementation specific. 
For the second approach, the UE can indicate whether it can run an AI/ML functionality/model after gNB indicates an AI/ML model/functionality for configuration or activation. After receiving AI/ML information, the UE determines whether it can run the AI/ML model/functionality or not based on its internal conditions. If the UE determines that it is not able to run an AI/ML model/functionality, it can indicate that to the network about the restriction and can also provide a relevant cause value (e.g., memory limitation) which may allow the network to understand the reason for its AIML applicability failure. Such a procedure keeps implementation simple and efficient.
Proposal-9: Define an indication from the UE to the network to notify its inability to run a configured/activated AI/ML model/functionality due to the UE’s internal condition, with an appropriate cause value to identifying such failure.

Conclusion and Proposal
We have the following proposals:
Proposal 1: Study model-ID based lifecycle management with a higher priority (within model-ID-based LCM and functionality-based LCM) .
Proposal-2: Support model-ID based lifecycle management also for NW-sided model, and details of usage of model-ID is FFS.
Proposal-3: For a two-sided model, discuss methods to align NW part and UE part of one AI/ML model, e.g., assigning NW part ID and UE part ID in addition to model-ID.
Proposal 4: Conclude that legacy CSI/BM/positioning framework can be start points for measurement and report configuration for data collection. And a linkage between the AI/ML framework and the legacy CSI/BM/positioning framework can be useful for data collection.
Proposal-5: Discuss adaptive model/functionality selection, activation, deactivation, switching, and fallback based on additional conditions.
Proposal-6: Support autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.
Proposal-7: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Proposal-8: Define L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.
Proposal-9: Define an indication from the UE to the network to notify its inability to run a configured/activated AI/ML model/functionality due to the UE’s internal condition, with an appropriate cause value to identifying such failure.
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