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1. Introduction

In RAN2#121 meeting, the following agreements were made for model transfer/delivery [1]:
· We Use the wording “model transfer/delivery”
· model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.

· Agreed: 

Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:

Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.

Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.

Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement

Beam management

Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement

Beam management

Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement

Beam management

Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analyse

· The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 

In this contribution, we try to continue evaluation on model transfer/delivery for each candidate solution.
2. Discussion 
For Solution 1a, i.e. gNB can transfer/deliver AI/ML model(s) to UE via RRC signaling, the following pros and cons are endorsed for further study [9]:
	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation

9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated

11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)

2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery

3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE


From our side, we think two issues are still controversial for this solution, one is inter-operability issue, while another is delta signaling issue.
For inter-operability issue, many companies think solution1a has no inter-operability issue, but actually it depends on which type of model format is used for model transfer/delivery. In RAN2#119bis meeting, the following agreement was made for further study [3]:
· R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 

It’s obvious that both proprietary model format and open model format are in the SID scope, which is also aligned with RAN1 assumption [7][5]:
Agreement[7]
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.

Note: The Case definition is NOT intended to introduce sub-levels of Level z.

Note: Other cases may be included further upon interest from companies.

FFS: Z4 and Z5 boundary 
Working Assumption[5]

Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


From RAN1 discussion viewpoint, RAN1 may assume that:

· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.

· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

Based on above RAN1 agreement and working assumption, we can have the following Observation:
Observation1: Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared; while Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared.
If open model format is used for model transfer/delivery solution1a, there is no inter-operability issue as all devices can recognize the details of the open format model. If proprietary model format is used for model transfer/delivery solution1a, inter-operability issue may happen as usually one vendor cannot recognize the details of the proprietary format model from another vendor. But it should be noted that this restriction is not only applied to model transfer/delivery solution1a, but also applied to all the other model transfer/delivery solutions. In this sense, we can know that solution1a has no advantage over the other solutions on inter-operability aspect.

Observation2: Model transfer/delivery solution1a has no advantage over the other model transfer/delivery solutions on inter-operability aspect.
It does not make sense to consider inter-operability aspect as one of the pros or cons for a specific model transfer/delivery solution when evaluating each candidate solution, so we propose the following:
Proposal1: Do not consider inter-operability aspect when evaluating pros and cons for each candidate solution.
Another issue is about delta signaling, in legacy, delta signaling is only applied to control plane in DL. The motivation is that if one configuration message in DL only changes part of the parameters within the message compared to the previous configuration message with the same definition, it’s not necessary to include all the parameters (including changed parameters and unchanged parameters) explicitly again in the configuration message with the same definition when update. Instead, we can just add the changed parameters into the configuration message while the unchanged parameters kept ‘empty’ in the configuration message to save the signaling overhead when update. ‘empty’ means the parameter value configured in the previous configuration message with the same definition is reused with no change.
Usually, delta signaling is implemented with ‘optional’ field plus ‘need M’ field, if a parameter is defined optionally with need code marked ‘need M’, and then if this parameter is not present in one configuration message, the configuration message receiver will think the previously stored value for this parameter should be reused without change, that’s the basic logic of delta signaling in legacy.
Observation3: In legacy, delta signaling is only applied to control plane in DL.
When it comes to model transfer/delivery, we think the meaning is totally different. It’s not about control plane parameter update, but about delta model update. Usually AI/ML model algorithm data can be divided into two parts, i.e. model algorithm structure parameters and model algorithm weight parameters. If only model algorithm weight parameters are changed and the model algorithm structure parameters are known by the model receiver, delta model update can be considered to only update model algorithm weight parameters without changing model algorithm structure parameters. This is the typical scenario for delta model update, which can save the signaling overhead for model update procedure especially when the whole model size is very big. But it seems that this scenario is only applied to open format model case as the gNB can recognize the details of the AI/ML model algorithm, so it’s possible to define two separate parameters for an open format model, one is for model algorithm structure parameters while another is for model algorithm weight parameters. In this way, delta model update can be achieved like the legacy way used for delta signaling. But this delta model update definition is only applied to open format model case, if proprietary format model is used for model transfer/delivery, delta model update definition copied from legacy delta signaling definition is impossible as the gNB usually cannot recognize the details of the AI/ML model algorithm for a proprietary format model.
Observation4: Delta model update definition ported from legacy delta signaling definition is only applied to open format model case for solution1a.
More addition, even if we consider open format model for solution1a, the model privacy and future proof are still under estimation. Every time a new open format model is introduced into 3GPP system, all legacy gNBs should be upgraded to understand the new model, which is somehow impossible/undesirable from operator perspective, so how open format model can work for future proof is still questionable.
Observation5: If open format model is considered for solution1a, model privacy and future proof are still questionable.
Proposal2: Both proprietary format and open format should be considered when evaluating pros and cons for each candidate solution.
Proposal3: RAN2 to discuss whether to consider delta model update aspect when evaluating pros and cons for each candidate solution.
For Solution 2a, i.e. CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.

We still doubt why we need to consider this solution. On one hand, it’s logically strange that the models used for RAN1-led use cases are stored at CN instead of gNB or OAM; on the other hand, CN UP solution, i.e. solution 2b, is more suitable than CP solution even if models used for RAN1-led use cases are stored at CN, so we prefer to deprioritize solution2a.
Proposal4: RAN2 to discuss whether to deprioritize solution2a for model transfer/delivery in R18 AI SID.
For Solution 3a, i.e. LMF can transfer/deliver AI/ML model(s) to UE via LPP signaling and Solution 3b, i.e. LMF can transfer/deliver AI/ML model(s) to UE via UP data, it’s positioning specific solution. To be efficient, we can leave the evaluation to next meeting due to limited online time. In other words, we can focus on other solutions in this RAN2 e-meeting.
For Solution 1b, i.e. gNB can transfer/deliver AI/ML model(s) to UE via UP data. how this solution works is still controversial. There are two understandings for this solution:
Understanding1: model is stored at gNB, when model transfer/delivery procedure is triggered, model is transferred from gNB to CN first and then CN will retransmit the model to gNB via UPF tunnel, and then gNB transmits model to UE via DRB resource;
Understanding2: model is stored at gNB, when model transfer/delivery procedure is triggered, gNB transmits model to UE directly via DRB resource.
Both understandings can work, but Understanding1 is strange from logic perspective. If we can accept this round-trip model transmission procedure, why not to adopt Understanding2, which is easier and more straightforward. As for whether to consider solution1b for model transfer/delivery finally, we can have a separate discussion. At least, this clarification is helpful to understand solution1b.
Proposal5: Solution 1b works like the following way:
Model is stored at gNB, when model transfer/delivery procedure is triggered, gNB transmits model to UE directly via DRB resource.
For Solution 2b, i.e. CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
We think the model transfer/delivery procedure may or may not be transparent to RAN2 as the operations below SDAP layer can be the same as legacy even if SA/RAN3 impacts are still possible for this solution.
Proposal6: For Solution2b, RAN2 to discuss whether this solution is transparent to RAN2 even if SA/RAN3 impacts are still possible.
For Solution 4, i.e. Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
We think there is no need to further evaluate this solution as any implementation solution is never precluded from 3GPP perspective. The continue evaluation for Solution4 does not help us much.
Proposal7: RAN2 agrees to not further evaluate Solution4 for model transfer/delivery in R18 AI SID.

According to the agreements made in previous RAN2 meeting, model ID can also be used for model transfer procedure, but the details are still unclear. We think how model ID is used for model transfer procedure depends on which model transfer solution is considered, so CP based model transfer and UP based model transfer solutions should be considered separately.

For CP based model transfer method, i.e. Solution1a/2a/3a, the model is transferred to UE based on control plane signaling. If model transfer procedure was triggered by UE request including model ID, it seems that model ID can be absent in the model transfer control plane signaling, but this only applies in the case that UE is requesting only one model. If UE is requesting more than one model or network triggers model transfer procedure, it seems that model ID still should be transferred along with the model to differentiate models. More addition, model ID payload is much smaller compared to model itself, the overhead is also not a big issue.

For UP based model transfer method, i.e. Solution1b/2b/3b, the situation is a little bit complex. Generally speaking, model ID can be transmitted along with the model via UP resources, e.g. DRB, one reason is for model data packet differentiation between different models; another reason is to avoid to associating the received model with the model ID in a separate procedure. But on the other hand, UP resources used for model transfer is established/configured via control plane signaling, which can also include model ID to differentiate the UP resources for different model. This part can work independently or jointly with the part that model ID is transmitted along with the model via UP resources.

Although CP and UP based model transfer methods have totally different procedure, it seems that it’s simple and straightforward to consider model ID is transmitted along with the model for both CP and UP based model transfer methods. As for the other model ID use cases for UP based model transfer method, more discussion is still needed.
Proposal8: If 3GPP visible model transfer solution, i.e. Solution1a/2a/3a/1b/2b/3b, is introduced, model ID is transmitted along with the model.
For all 3GPP signaling based Model transfer/delivery solutions, there is a common issue that is worth to discuss. AI/ML Model can be considered as a new type of service, but in current stage the non-AI/ML method can be used as backup at least. If AI/ML model is widely used in communication system in the future, we will meet the situation that two different solutions are applied for the same system. From UE vender perspective, introducing AI/ML model delivery/transfer function may improve the user experience for some condition, but from operator perspective, introducing AI/ML model delivery/transfer function will significantly increase the management work. If all types of UEs can freely get AI/ML model via Model transfer/delivery procedure, the operator may lose interest to introduce Model transfer/delivery function in the air interface. In this AI/ML SID, we should also consider how to avoid an unauthorized UE to get AI/ML model via Model transfer/delivery procedure even if the UE is normally registered to an operator network. This topic may involve CN work, but still worth to discuss.
Proposal9: If 3GPP signaling based Model transfer/delivery method is introduced, how to avoid an unauthorized UE to get AI/ML model via Model transfer/delivery procedure can be further considered even if the UE is normally registered to an operator network as in legacy. 

Based on the analysis above, we’d like to further update the endorsed Pros and Cons Table for model transfer/delivery like the followings:
Proposal10: RAN2 to agree the updated Table for model transfer/delivery:
	
	Pros
	Cons

	Solution 1a
	
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated

11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)

2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery

3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a

6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)

3. If NAS does the segmentation, it may introduce some overhead

4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)

2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer

5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)

5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN



	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:

a)
Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)

b)
Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case

4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic


Note: Both proprietary format and open format should be considered when evaluating pros and cons for each candidate solution.
3. Conclusion
In conclusion, we propose the followings:

Observation1: Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared; while Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared.
Observation2: Model transfer/delivery solution1a has no advantage over the other model transfer/delivery solutions on inter-operability aspect.
Observation3: In legacy, delta signaling is only applied to control plane in DL.
Observation4: Delta model update definition ported from legacy delta signaling definition is only applied to open format model case for solution1a.
Observation5: If open format model is considered for solution1a, model privacy and future proof are still questionable.
Proposal1: Do not consider inter-operability aspect when evaluating pros and cons for each candidate solution.
Proposal2: Both proprietary format and open format should be considered when evaluating pros and cons for each candidate solution.
Proposal3: RAN2 to discuss whether to consider delta model update aspect when evaluating pros and cons for each candidate solution.
Proposal4: RAN2 to discuss whether to deprioritize solution2a for model transfer/delivery in R18 AI SID.
Proposal5: Solution 1b works like the following way:

Model is stored at gNB, when model transfer/delivery procedure is triggered, gNB transmits model to UE directly via DRB resource.
Proposal6: For Solution2b, RAN2 to discuss whether this solution is transparent to RAN2 even if SA/RAN3 impacts are still possible.
Proposal7: RAN2 agrees to not further evaluate Solution4 for model transfer/delivery in R18 AI SID.

Proposal8: If 3GPP visible model transfer solution, i.e. Solution1a/2a/3a/1b/2b/3b, is introduced, model ID is transmitted along with the model.
Proposal9: If 3GPP signaling based Model transfer/delivery method is introduced, how to avoid an unauthorized UE to get AI/ML model via Model transfer/delivery procedure can be further considered even if the UE is normally registered to an operator network as in legacy.
Proposal10: RAN2 to agree the updated Table for model transfer/delivery:

	
	Pros
	Cons

	Solution 1a
	
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated

11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)

2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery

3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a

6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)

3. If NAS does the segmentation, it may introduce some overhead

4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)

2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer

5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)

5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN



	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:

a)
Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)

b)
Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case

4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic


Note: Both proprietary format and open format should be considered when evaluating pros and cons for each candidate solution.
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