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1. Introduction

The following agenda guidance is given for information:
Can discuss the AIML model/functionality dependency on locality (e.g. cell specific), UE-side AIML dependency on gNB configuration etc, dependency on other aspects such as UE speed, Network-side AIML dependency to be UE specific etc, and the related procedure impacts. Can discuss the expected impacts for Network Side-models. 

UE Cap: On a high level, Identify potential impacts to RRC and LPP UE capabilities or equivalent functionality if any.
Progress the logical arch (if needed). 

Mapping of Functionality to entities, general aspects.
In this contribution, we will further discuss two issues:
Issue1: AIML algorithm dependency condition and how this impacts air interface from high layer perspective;
Issue2: High level discussion on UE capability for AIML.
2. Discussion 
2.1 AIML algorithm dependency condition and how this impacts air interface from high layer perspective
RAN1 made the following agreements in RAN1#112bis meeting [2]:
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:

· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.

· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.

· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.

· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).

· FFS: relationship between functionality-based LCM and model-ID-based LCM

· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

According to above info highlighted yellow, we can get the following messages:
Message1: AI/ML-enabled Feature/FG is expressed via corresponding configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability;
Message2: Additional model applied conditions (e.g., scenarios, sites, and datasets) may need to be aligned between UE-side and NW-side;
Message3: The content of Additional model applied conditions will be discussed in each sub-use-case agenda.
Although the detailed discussion for UE capability will be addressed in sub-clause 2.2, it should be clarified that the content of conditions mentioned in Message1 should not be changed frequently like the other UE capabilities introduced for other Feature/FG; otherwise, UE may need to trigger detach/re-attach or UE configuration update frequently which also consequently causes UE capability re-acquisition signaling over the air interface, which is also not desirable from signaling overhead and UE experience/performance perspective. 

Proposal 1: The conditions indicated by UE capability for AI/ML should not be changed frequently like the other UE capabilities introduced for other Non-AI Feature/FG, this principle is applied both for functionality-based LCM and model-ID-based LCM.
FFS: The condition details for each use case.
Conditions indicated by UE capability is fundamental for NW to configure proper AI/ML related configuration(s), but only the condition info is not enough for NW to judge whether to configure UE with the AI/ML related configuration(s) because some additional conditions, e.g. UE speed, sites, may also restrict the applicability of a specific model. This kind of assumption is also observed based on RAN1 simulation results, let’s take CSI use cases as an example.
For CSI prediction use case, the potential gains varied when different UE speed is assumed [3]:
Observation 

For the AI/ML based CSI prediction, till the RAN1#113 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:

· For 10km/h UE speed, 4 sources [Fujitsu, Samsung, Xiaomi, InterDigital] observe 1.03%~6% gain, 1 source [CMCC] observes 21.93% gain.

· For 30km/h UE speed, 2 sources [OPPO, ETRI] observes 6%~10.43% gain, 5 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum] observe 18.72%~31.3% gain, and 3 sources [InterDigital, MediaTek, CMCC] observe 35%~ 41.75% gain, which are in general larger than 10km/h UE speed.

· For 60km/h UE speed, 2 sources [Fujitsu, InterDigital] observe -3%~5% gain, 4 sources [Huawei, Samsung, vivo, CMCC] observe 11.2%~19.98% gain, which are in general smaller than 30km/h UE speed.

Observation1: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on UE speed.
For the evaluation of AI/ML based CSI compression use case, companies can also observe that AIML algorithm generalization verification varied when different deployment scenario, e.g. UMi/UMa/InH, is assumed compared to the deployment scenario used for model training [3]:
Observation 

For the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B,

· For generalization Case 2, generalized performance may be achieved for some certain combinations of deployment scenario#A and deployment scenario#B but not for others:

· If deployment scenario#A is UMi & deployment scenario#B is UMa, deployment scenario#A is UMa & deployment scenario#B is UMi, or deployment scenario#A is UMa & deployment scenario#B is InH:

· 9 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, OPPO, Huawei, CATT] observe that generalized performance can be achieved:

· For deployment scenario#A is UMi & deployment scenario#B is UMa, 7 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, CATT] observe less than -1.6% degradation or positive gain.

· For deployment scenario#A is UMa & deployment scenario#B is UMi, 5 sources [vivo, OPPO, MediaTek, Intel, Xiaomi] observe less than -1.4% degradation or positive gain.

· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [Huawei, CATT] observe less than -0.6% degradation or positive gain

· 10 sources [Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, ZTE, Lenovo, MediaTek, Futurewei] observe that moderate/significant degradations are suffered under generalization Case 2:

· For deployment scenario#A is UMi & deployment scenario#B is UMa, 8 sources [Futurewei, MediaTek, Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT] observe -1.69%~-14.2% degradation.

· For deployment scenario#A is UMa & deployment scenario#B is UMi, 7 sources [Futurewei, NTT DOCOMO, ZTE, InterDigital, CATT, Xiaomi, Intel] observe -1.81%~-18.5% degradation.

· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [ZTE, Lenovo] observe -1.74%~-3.6% degradation.

· If deployment scenario#A is InH & deployment scenario#B is Uma/UMi, significant performance degradations are observed under generalization Case 2:

· For deployment scenario#A is InH & deployment scenario#B is UMa, 4 sources [Huawei, CATT, Lenovo, ZTE] observe -5.55%~-21.76% degradation.

· For deployment scenario#A is InH & deployment scenario#B is UMi, 2 sources [vivo, ZTE] observe -8.63%~-20% degradation.

· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gain) for deployment scenario#B subject to any of UMa, UMi, and InH, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#B, as observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].

· Minor loss (0%~-1.48%) are observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].

· Moderate loss (-1.6%~-4%) are observed by 5 sources [Xiaomi, CATT, vivo, NTT DOCOMO, Intel].

· Positive gains are observed by 8 sources [ZTE, Interdigital, MediaTek, vivo, Intel, Xiaomi, Futurewei, CATT].

· Note: Significant degradations of up to -6.7% are still observed by 2 sources [Intel, Xiaomi] for deployment scenario#B subject to UMa, and by 2 sources [Intel, CATT] for deployment scenario#B subject to UMi.

· Note: For generalization Case 2, if deployment scenario#A is UMi & deployment scenario#B is InH, 2 sources [vivo, ZTE] observe different trends, where significant performance degradations of -27.8%~-29.9% are observed by [vivo], while moderate performance degradations of -1.44%~-2.41% are observed by [ZTE].

Observation2: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on NW deployment scenario, e.g. UMi/UMa/InH.

For the evaluation of AI/ML based CSI compression use case, companies can also observe that AIML algorithm scalability verification varied when different Tx port number is assumed compared to the Tx port number used for model training [3]:
Observation 

For the scalability verification of AI/ML based CSI compression over various Tx port numbers, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain Tx port number#B and applied for inference with a same Tx port number#B,

· For generalization Case 2, significant performance degradations are observed in general, if Tx port number#A is 32 & Tx port number#B is 16, as -3.37%~-21.8% degradations are observed by 4 sources [OPPO, Fujitsu, ZTE, vivo]

· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gains) for Tx port number#B subject to any of 16 and 32, if the training dataset is constructed with data samples subject to multiple Tx port numbers including Tx port number#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, as observed by 7 sources [Huawei, OPPO, NTT DOCOMO, CATT, ZTE, Fujistu, Nokia].

· Minor loss (0%~-1.75%) are observed by 6 sources [Huawei, OPPO, Fujistu, CATT, ZTE, NTT DOCOMO].

· Moderate loss (-1.84%~-4%) are observed by 3 sources [Nokia, CATT, NTT DOCOMO].

· Positive gains are observed by 3 sources [OPPO, ZTE, Fujistu].

· Note: Significant degradations of up to -6.08% are still observed by 1 source [CATT] for deployment scenario#B subject to 32 ports, and for deployment scenario#B subject to 16 ports

· Note: Pre/post-processing of truncation/padding is adopted by 6 sources [Huawei, OPPO, NTT DOCOMO, ZTE, Fujistu, Nokia], and adaptation layer in the AL/ML model is adopted by 1 source [CATT].

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS in linear value for layer 1/2/3/4.

· Note: Results refer to Table 5.1-7 of R1-2306059

Observation3: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on NW Tx port number.

To be short, companies can also have the following observation according to RAN1 simulation results:
Observation4: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on carrier frequencies/dataset.
Based on Observation1~Obserbvation4 above, the model applied additional conditions can be part of the model meta data, even though the model applied additional conditions are use case specific and the detailed additional conditions per use case may be addressed in normative stage, currently, it can be helpful for the follow-up WID if we can clarify something in high level.
In RAN2#123 meeting, RAN2 had discussed this model applied additional conditions issue and made the following agreements [1]:

· AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 

RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 

The procedure for UE reporting of AIML applicability conditions is FFS. 

But it’s still unclear what kind of info will be considered as model applied additional conditions. In our view, model applied additional conditions can be categorized into the following categories:
Category1 info: UE state related info, e.g. UE speed;
Category2 info: UE implementation related info, e.g. UE antenna shape;
Category3 info: NW implementation related info, e.g. Tx port number;
Category4 info: NW deployment related info, e.g. UMi/UMa/InH;
Category5 info: NW configuration related info, e.g. carrier frequency;
Category6 info: Model training related info, e.g. training dataset.
The first question is that which kind of additional conditions above should be aligned between UE and NW for UE side model, we think the answer depends on the purpose. 
From UE perspective, UE at least needs to know Category1/2 info if UE wants to judge the performance status for UE side model, for instance, if UE side model A is applied to location 1, so when UE’s current location is location 2, UE will judge model A is not applicable in location 2, but model A applied location info is also critical for NW side operation, because NW will deactivate or not activate model A if NW knows model A is only applied for location 1 given that NW deployed location is usually known by NW itself. Although Category2 info is related to UE implementation, considering that UE may get UE side model from third party, e.g. OTT server, UE can not guarantee that all the models from OTT server can fit all kinds of UE types, for example, model B is trained under vendor X device equipment which may not be suitable for vendor Y device equipment, so UE side may need to know Category2 info, as for NW side, whether NW side needs to know Category2 info depends on how NW will use this kind of info.
From NW perspective, NW at least needs to know Category3/4/5 info if NW wants to trigger the proper operations, e.g. model activation/deactivation/switching, for UE side model. Category3/4 info is usually known by NW itself, it seems that UE should be invisible for such kinds of info, but considering that UE may download model C from NWA Cell1 belonging to area X and enters the area Y which is served by Cell2 but also belongs to NWA , in this case, it’s quite useful if UE can provide Category3/4 info to Cell2 even if UE may not understand the meaning of Category3/4 info and Cell2 can use Category3/4 info to judge whether to activate/deactivate model C. As for Category5 info, it’s obvious that NW needs to know such model applied condition for model operation judgement.
For Category6 info, NW may use this kind of info to judge which configuration is suitable for the corresponding model while UE may use this info to evaluate the performance of the corresponding model.
All in all, the model applied additional condition above is useful both for UE and NW even different purposes may be assumed for each Category info, RAN2 should clarify which Category info should be part of model meta info and which Category info should be further aligned between UE and NW.

Proposal 2: RAN2 is kindly asked to discuss which of the following model additional conditions should be aligned between UE and NW:
Category1 info: UE state related info, e.g. UE speed;

Category2 info: UE implementation related info, e.g. UE antenna shape;

Category3 info: NW implementation related info, e.g. Tx port number;

Category4 info: NW deployment related info, e.g. UMi/UMa/InH;
Category5 info: NW configuration related info, e.g. carrier frequency;

Category6 info: Model training related info, e.g. training dataset.
FFS1：How to protect vendor specific implementation privacy during such kind of additional conditions info alignment;
FFS2: what additional condition info is needed for each use case specific model.
The next question is that which procedure/signaling should be used to carry the model additional conditions, some views think UE capability signaling can be used to report the model additional conditions, but as proposed in proposal1, UE capability info should include some info that should not be changed frequently. Our view is that the model additional conditions mentioned above do not belong to the data type defined in UE capability signaling. We can not assume that all UE required models are preconfigured/download by UE in advance, which means even if UE indicates its support for a specific model, it just means this UE has the capability to activate the Feature/FG related to the supported model, it does not mean that UE has currently deployed/stored such kind of model. UE may acquire the desired model anytime, e.g. before or after UE capability signaling reporting, if model additional conditions are included into the UE capability signaling, that means every time UE gets a new model or updated model, UE needs to trigger detach/re-attach or UE configuration update frequently which also consequently causes UE capability re-acquisition signaling over the air interface, which is also not desirable from signaling overhead and UE experience/performance perspective as mentioned for proposal1.
More addition, UE may store multiple models for the same function, each model stored within UE is called physical model, and the additional conditions for each physical model may be different, for instance, in the beginning, UE has stored model D which is used under UMi/UMa scenario, and then UE downloads model E from OTT server which is used under InH scenario, UE may need to update the additional conditions for this function; otherwise, NW will understand that UE has no model supporting InH scenario, which is not the truth based on the reality at UE side. Such information update requirement is more dynamic than UE capability signaling.
Proposal 3: If model additional conditions need to be reported from UE to NW, model additional conditions are not included in the UE capability signaling.
In our view, model additional conditions are also a kind of assistance info for model usage, UAI signaling is one candidate, other signaling is still possible.
Proposal 4: UAI message is one candidate to report model additional conditions, other signaling is still not precluded.

2.2 High level discussion on UE capability for AIML
The next part is about the AI/ML capability reporting, many companies think this topic should be discussed in normative work as other SID, we’re also fine to discuss the details in normative work, but also think some high-level framework can be discussed for AI/ML capability reporting first even in SID period. Unlike other UE capabilities, which is usually static once reported, AI/ML related capability can be dynamically changed, for instance, UE remaining storage and UE remaining computation resources, this dynamic UE capability requirement was also under RAN1 consideration [3]:
Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.

Note: it does not preclude any existing solutions.
Although the details on dynamic UE capability for AI/ML may be discussed in normative work stage, RAN2 can first confirm the following proposal as a starting point: 
Proposal 5: For R18 AIML use cases, both static and dynamic AI/ML capability reporting method can be considered.

The first thing that needs to be clarified is the signaling to carry static and dynamic AI/ML capability, considering the different characteristics between static and dynamic AI/ML capability, better to separate the discussion.
For CSI and BM use cases, we think the existing RRC signaling based UE capability mechanisms/frameworks defined in TS 38.306 and 38.331 can be used as a starting point to report static UE capability; while for Positioning use cases, LPP signaling based UE capability reporting can be used as a starting point to report static UE capability. RAN2 can confirm the above understanding first.

Proposal 6: For CSI and BM use cases, the existing RRC signaling based UE capability reporting mechanism defined in TS 38.306 and TS38.331 can be used as a starting point to report static UE capabilities; while for Positioning use cases, LPP signaling based UE capability reporting method can be used as a starting point to report static UE capability.

For dynamic UE capability reporting, even if we don’t know which parameter is involved yet, we think UAI signaling can be considered as a starting point to report dynamic UE capability.
Proposal 7: UAI message is considered as a starting point to report dynamic UE capability.
One more issue is about the framework for AI/ML capability definition, an overall AI/ML capability is not sufficient to reflect the actual AI/ML relevant function UE can operate as the AI/ML operation is highly linked with sub-feature included in the LCM. For instance, network will not know whether model training is supported or not at UE if only supported model ID is reported by UE, so feature specific AI/ML capability is needed. More addition, we also cannot assume UE can do model training for any types of AI/ML model if UE has the capability to do model training for some models as the model training complexity is different among different model, so feature specific AI/ML capability should be reported per model ID. As for the details for feature specific AI/ML capability, we can discuss this in normative work as usual. 

More addition, RAN1 also thinks model ID can be included in UE capability signaling [3]:

Agreement

· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.

· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report

· Note: model identification using capability report is not precluded for type B1 and type B2
Based on above, we have the following proposal:
Proposal 8: If model ID based LCM is introduced, Model ID can be reported in the UE capability signaling.
3. Conclusion
In conclusion, we propose the followings:

Observation1: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on UE speed.

Observation2: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on NW deployment scenario, e.g. UMi/Uma/InH.

Observation3: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on NW Tx port number.

Observation4: Based on RAN1 simulation results, some AIML algorithms performance gain has dependency on carrier frequencies/dataset.
Proposal 1: The conditions indicated by UE capability for AI/ML should not be changed frequently like the other UE capabilities introduced for other Non-AI Feature/FG, this principle is applied both for functionality-based LCM and model-ID-based LCM.
FFS: The condition details for each use case.
Proposal 2: RAN2 is kindly asked to discuss which of the following model additional conditions should be aligned between UE and NW:

Category1 info: UE state related info, e.g. UE speed;

Category2 info: UE implementation related info, e.g. UE antenna shape;

Category3 info: NW implementation related info, e.g. Tx port number;

Category4 info: NW deployment related info, e.g. UMi/UMa/InH;
Category5 info: NW configuration related info, e.g. carrier frequency;

Category6 info: Model training related info, e.g. training dataset.
FFS1：How to protect vendor specific implementation privacy during such kind of additional conditions info alignment;
FFS2: what additional condition info is needed for each use case specific model.
Proposal 3: If model additional conditions need to be reported from UE to NW, model additional conditions are not included in the UE capability signaling.
Proposal 4: UAI message is one candidate to report model additional conditions, other signaling is still not precluded.

Proposal 5: For R18 AIML use cases, both static and dynamic AI/ML capability reporting method can be considered.

Proposal 6: For CSI and BM use cases, the existing RRC signaling based UE capability reporting mechanism defined in TS 38.306 and TS38.331 can be used as a starting point to report static UE capabilities; while for Positioning use cases, LPP signaling based UE capability reporting method can be used as a starting point to report static UE capability.

Proposal 7: UAI message is considered as a starting point to report dynamic UE capability.
Proposal 8: If model ID based LCM is introduced, model ID can be reported in the UE capability signaling.
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