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Introduction 
At RAN2#123, two options for congestion-based PDU discard were discussed [1], but no agreement could be reached. In this paper, we propose an alternative solution, which we believe is simple for both UE and network to implement and does not have the same shortcomings as the incumbent proposals.
We also discuss the reasons why PDCP discard timers for PDU sets with different PSIs should have different lengths.
Discussion
PSI-based PDU discard
The pros and cons of the two proposals discussed in [1] can be summarized as follows:
· Option A (including its variation): this option utilizes the PDCP discard timer for congestion based PDU discard by applying a shorter timer duration during congestion. PDU sets with lower level of importance are configured with shorter PDCP discard timers, enabling their earlier discard compared to other PDU sets. However, the use of shortened timer can have unintended consequences. Since PDU sets with low importance have shorter discard timer during congestion, they are more likely to trigger DSR and falsely lead gNB to schedule them sooner. Even if some hooks may be added to DSR to mitigate this issue, that would require extra complexity, which is already a concern for this option.
· Option B: this option discards PDU sets solely based on whether their importance is below a configured threshold. In terms of complexity, it may seem simpler than Option A. However, it can cause unnecessary discards. For example, since BSR and DSR do not report on the basis of PDU sets or their importance levels, network lacks the knowledge of either quantity or importance of PDU sets in UE’s buffer. It can only blindly set the discard threshold. As a result, this option may result in either excessive discarding that degrades user experience or insufficient discarding that fails to relieve congestion.
Moreover, in our view, both Option A and B share an insurmountable shortcoming, i.e. there is no definable relationship between the degree of congestion and their configurations. For example, it is not clear how congestion-based discard timer in Option A or PSI threshold in Option B should be set in a quantitative way based on the degree of congestion. If the configurations largely rely on network’s guesswork, then their effectiveness in relieving congestion becomes questionable.  
Observation 1.	Both Option A and B suffer from the shortcoming that there is no clear, definable association between the degree of congestion and their configurations.
To address this shortcoming, let us first re-examine the fundamental nature of congestion. In our understanding, congestion arises when available bandwidth falls below data arrival rate. In the context of PDU discard, it means that congestion occurs when data bursts arrive faster than the network is able to schedule them. The UE thus must discard some PDUs to prevent buffer build-up. In terms of data rates, PDU discard during congestion helps UE regulate its uplink traffic load so as not to exceed the bandwidth available to the UE. This available bandwidth can be either dictated by how much data network can schedule over PUSCH or how fast network can provide UL grants for UE.
Observation 2. 	The objective of PDU discard during congestion is to help UE regulate its UL traffic not to exceed the bandwidth available to the UE. 
To use available bandwidth or level of congestion to determine how many PDUs to discard, UE can either estimate available bandwidth itself or have network provide that information to UE. In the first approach, UE may use techniques such as round trip measurements on delay or throughput to estimate available bandwidth. However, this method typically requires multiple round trips before UE can obtain a reliable estimate. Moreover, since few PDUs can be sent during congestion, it becomes more challenging for UE to estimate available bandwidth or level of congestion by itself. On the other hand, network in general can estimate what bandwidth or resources are available to UE in a timelier fashion, whether it is due to degradation in UE’s link quality or increased demand for resource across cell. Therefore, in the context of congestion management, we think it is more efficient for network to provide congestion information or guidance to assist UE in its PDU discard operation than have UE determine the best action by itself. 
Observation 3. 	During congestion, it is more efficient for network to provide congestion information or guidance (e.g. thresholds) to assist UE in its PDU discard operation than having UE determine the best action itself.
Although available bandwidth provides an intuitive guideline for UE to manage congestion, it may not be the most straightforward metric to apply. For example, when discarding PDUs, UE needs to estimate how each discard may impact its traffic load. On the other hand, a criterion based on buffer size can be more natural for UE to implement, because it is simpler for UE to monitor its buffer size and discard PDUs upong meeting some configured threshold.
Fortunately, since XR traffic has periodic arrivals, it is not difficult for one to translate available bandwidth to a target buffer size. For example, if available bandwidth is R, the UL delay budget for PDUs is T, then the maximum amount of data that can be scheduled over duration T is B = R x T. This quantity B therefore can serve as a threshold for PDU discard, i.e. if UE’s buffer size is larger than B, then some PDUs need to be dropped. 
Since network knows the delay budget T for a flow (or DRB) and it can estimate available bandwidth for that flow (or DRB) (e.g. Recommend Bit Rate MAC CE has been available since Rel-15), we do not think it would be difficult for network to determine B.
Observation 4. 	For XR traffic, network can select a buffer size threshold for PDU discard based on the level of congestion (e.g. available bandwidth) and delay budget. 
Based on the above analysis, we think it is a simple and effective option to use a buffer size threshold to guide UE in PDU discard during congestion, as follows. 
· Network can provide UE with a buffer size threshold, Bdiscard, for a DRB, based on the bandwidth available to that DRB. We think per DRB is the right granularity for this threshold because the available bandwidth may depend on the scheduling priority of a DRB and different DRBs may have different delay budgets. The signaling method for providing Bdiscard, e.g. RRC configuration vs in-band signaling, can be FFS.
· Once congestion based PDU discard is activated (e.g. upon reception of Bdiscard), UE discards PDCP PDU(s) in a DRB whenever the amount of PDCP data in that DRB exceeds Bdiscard. 
Proposal 1.	Network can provide UE with a buffer size threshold, Bdiscard, for a DRB, to activate congestion based PDU discard. FFS signaling method for providing Bdiscard. 
Proposal 2.	Once activated, UE discards PDCP PDU(s) in a DRB whenever the amount of PDCP data in that DRB exceeds Bdiscard. 
When PDU discard condition is met, PDUs are selected for discard based on their PSI and remaining time. The selection starts from PDUs with the lowest PSI. If multiple PDUs with the same PSI exist in the buffer, then PDUs with the shortest remaining time are selected first. UE repeats this procedure until the amount of PDCP data in that DRB drops below Bdiscard.
Proposal 3.	When discarding PDUs, UE starts from the PDU with the lowest PSI and shortest remaining time in a DRB and repeats until the amount of PDCP data in that DRB drops below Bdiscard.
PSI-specific PDCP discard timer
In legacy, PDCP discard timer is configured per DRB, i.e. PDCP discard timer for each PDUs in the same DRB has the same duration. So all PDUs share the same or compatible QoS requirements. With the introduction of PSI, different PDU sets in the same DRB may require differentiated handling.
More specifically, if a PDU set is marked with high importance, typically that is because it is needed in the decoding of other PDU sets. What this implies is that even if a PDU Set with high importance misses its own delivery deadline (or playback time at application), it is still useful to the application, because it still can be used in the decoding of other PDU sets. For this reason, PDU sets with high importance should be given more delay budget, so that they have more chance of being sent even when there is congestion on UL. 
Observation 5.	A PDU set with high importance may still be useful in the decoding of subsequent PDU sets, even after it misses its own decoding deadline.
For this reason, we believe PDU set with high importance should have longer delay budget than less important PDU Sets. To enable this difference, network should be able to configure PDU sets with different PSIs with different PDCP discard timers.
Proposal 4.	Network can configure PDU sets with different PSIs with different PDCP discard timers.
Conclusion
Based on the above analysis, we’d kindly request RAN2 to discuss and agree to the following proposals:
Observation 1.	Both Option A and B suffer from the shortcoming that there is no clear, definable association between the degree of congestion and their configurations.
Observation 2. 	The objective of PDU discard during congestion is to help UE regulate its UL traffic not to exceed the bandwidth available to the UE. 
Observation 3. 	During congestion, it is more efficient for network to provide congestion information or guidance (e.g. thresholds) to assist UE in its PDU discard operation than having UE determine the best action itself.
Observation 4. 	For XR traffic, network can select a buffer size threshold for PDU discard based on the level of congestion (e.g. available bandwidth) and delay budget. 
Proposal 1.	Network can provide UE with a buffer size threshold, Bdiscard, for a DRB, to activate congestion based PDU discard. FFS signaling method for providing Bdiscard. 
Proposal 2.	Once activated, UE discards PDCP PDU(s) in a DRB whenever the amount of PDCP data in that DRB exceeds Bdiscard. 
Proposal 3.	When discarding PDUs, UE starts from the PDU with the lowest PSI and shortest remaining time in a DRB and repeats until the amount of PDCP data in that DRB drops below Bdiscard.
Observation 5.	A PDU set with high importance may still be useful in the decoding of subsequent PDU sets, even after it misses its own decoding deadline.
Proposal 4.	Network can configure PDU sets with different PSIs with different PDCP discard timers.
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