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1. Introduction
Given that there is no sufficient information about the use cases from RAN1 for RAN2 to start the detail discussion, so we mainly focus on weaving the some conclusions in [1] into each use case as an initial discussion, and along with some initial thinking about the AI/ML based procedures for each use case. 
2. [bookmark: _Toc12718547]Discussion
[bookmark: _Hlk115256355]2.0 The general introduction of the use cases for AI study
In general, there are three main use cases for AI study in RAN1, for each main case, there maybe one or two sub-use cases need to be analized in RAN1:
· Use Case 1: CSI feedback enhancement
· Sub Use Case 1-1: Spatial-frequency domain CSI Compression
· Sub Use Case 1-2 [CSI prediction]
· Use case 2: Beam management enhancement
· Sub Use case 2-1: BM-Case 1(Spatial-domain beam prediction)
· Sub Use case 2-2: BM-Case 2(Temporal beam prediction)
· Use case 3: Positioning enhancement
· Sub Use case 3-1: Direct positioning enhancement
· Sub Use case 3-2: AI assisted positioning enhancement

Table 1: The information of AI model for each sub-use case so far
	
	Molde Trainning Function
	Model Inference Function

	Sub use case 1-1
	· Type 1: Joint training at a single side (e.g. level z)
· Type 2: Joint training at both sides (e.g. level y or level z)
· Type 3: Separate training at both sides (e.g. level x or level y)
	· two-side AI model inference
· For the AI model inference at NW side, the input data is compressed feedback, the output is decompressed feedback
· For the AI model inference at UE side, the input data is full CSI feedback information, the output is compressed feedback

	Sub use case 1-2
	N/A
	N/A

	Sub use case 2-1
	· one-side AI model training is determined.
	· one-side AI model inference
· Input and output of the AI model inference is still under discussion

	Sub use case 2-2
	· one-side AI model training is determined

	· one-side AI model inference
· Input and output of the AI model inference is still under discussion

	Sub use case 3-1
	N/A.

	· One side AI model is determined, but two side AI model is not precluded

	Sub use case 3-2
	N/A
	· One side AI model is determined, but two side AI model is not precluded.


Note: The mark N/A means there is not any clear conclusion reached yet or any possibilities has not been precluded based on RAN1 discussion.
According to the information listed in above table, it can be seen there is limited information for RAN2 to initiate the detail discussion for each sub use case in this meeting. Therefore, we can focus on the potential RAN2 impact according to the limited information and give out some assumptions for each possibility of AI method which have not been denied yet by RAN1
Observation 1: As far as the progress made in RAN1, there is limited information for RAN2 to conclude the detail conclusion for each sub-use case, only rational assumption can be made by RAN2 at this stage. Based on the assumption, current discussion for each use case shall be as simple as possible in order to avoid the bootless- and over-discussion.
With the logic from observation 1, and also consider there is a conclusion reached in RAN1 discussion:
	Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.


For studying the AI/ML functionality mapping within the NW, one-side model training or N/A marked in table 1 is always assumed to be NW-side offline training in this contribution. And one-side model inference or N/A marked in table 1 is always assumed to be NW-side model inference in this contribution. The general procedure would be provided accordingly. And in the general procedure, the AI/ML functioning mapping would be discussed.
Proposal 1: Model training/inference functionality mapping within the NW can be a start point for RAN2 discussion based on the rational assumption about the AI method for each sub-use case on the table.
2.1 CSI feedback enhancement
In this subclause, only AI based CSI feedback compression is studied, and according to the conclusion from RAN1, for two-side AI model, the model training may have three possibilities which has been listed in the table.1. Therefore, there are three assumed AI methods are discussed in this subclause, Joint training at NW side, joint training at both NW and UE side, separate traning at both NW and UE side.
2.1.1 Joint training at NW side
There are three general procedures for AI based CSI feedback compression provided as below:


Fig.1-1 The illustration of general procedure for sub-use case 1-1 with joint training at NW side 
The general procedure for Alt 1 is:
· STEP 1: The model for CSI feedback compression and decompression is trained at NW side offline.
· STEP 2: NW tranfer the trained AI model for CSI feedback compression to UE.
· STEP 3: UE install the received AI model.
· STEP 4: NW send a control signal to UE for activating the AI model for CSI compression
· STEP 5: NW send the CSI reference signals to UE
· STEP 6: UE impelement UE side Model inference for CSI feedback compression
· STEP 7: UE report the compressed CSI feedback to NW
· STEP 8: NW implement the NW side model inference to decompress the CSI feedback.

2.1.2 Joint training at both NW side and UE side


Fig.1-2 One illustration of general procedure for use case 1-2 with joint training at both sides
The general procedure for Alt 2 is:
· STEP 1: The UE and gNB cooperates for two-side model trainning, the detail is up to RAN1 discussion.
· STEP 2: NW send a control signal to UE for activating the AI model for CSI compression
· STEP 3: NW send the CSI reference signals to UE
· STEP 4: UE impelement UE side Model inference for CSI feedback compression
· STEP 5: UE report the compressed CSI feedback to NW
· STEP 6: NW implement the NW side model inference to decompress the CSI feedback.

2.1.3 Separate training at both NW side and UE side


Fig.1-3 One illustration of general procedure for use case 1-2 with separate training at both sides
The general procedure for Alt 2 is
· STEP 1: The model for CSI feedback compression/decompression is trained at UE side and NW side correspondingly
· STEP 2: NW send a control signal to UE for activating the AI model for CSI compression.
· STEP 3: NW send the CSI reference signals to UE.
· STEP 4: UE impelement UE side Model inference for CSI feedback compression
· STEP 5: UE report the compressed CSI feedback to NW
· STEP 6: NW implement the NW side model inference to decompress the CSI feedback.
Proposal 2: For the AI based CSI feedback enhancements, RAN2 assumes that above general procedures for three types two-side model training can be taken as the basic procedure for further discussion.
Regarding the AI training functionality mapping:
As described in our companion paper [1], the model training functionality at NW side maybe at OAM, gNB or CN. In this case, the CN shall be firstly excluded, there are two reasons, firstly, dataset for model training is collected from gNB and then sending to CN for model training, as a result, the N1/N2 interface maybe overburdened by such input data farwarding. Secondly, the spec impact will be considerable across multiple layers (i.e. RAN3 and SA2/CT1), the comlexity is increased dramatically. so in our understanding, in this case, the model training functionality at NW side maybe at either gNB or OAM, and the final decision shall be discussed in RAN3, for example, OAM or gNB?, if gNB is the one, CU or DU?
Proposal 3: For use case of CSI feedback enhancement with NW-side training, the model training functionality at NW side is mapping to either gNB or OAM. it is up to RAN3 to make decision on the actual entity in charge of the model training.
Regarding the AI inference functionality mapping:
As described in our companion paper [1], the root principle of logical eneity selection for model inference shall minimize the delay caused by the input/output data forwarding. Consider the case of CSI feedback enhancement, the decompression model inference in is received in DU and the output is also used for DU to determine the channel status, so the AI inference functionality shall be mapping to DU of the gNB.
Proposal 4: For use case of CSI feedback enhancement with NW-side inference, the model inference functionality is mapping to the DU.
2.2 Beam Management enhancement
In this subclause, both BM case 1 and BM case 2 with the NW side inference and training are discussed as well as the AI/ML functionality mapping within NW.
2.2.1 BM Case 1


Fig.2-1 One illustration of general procedure for use case 2-1 with NW side training and inference
· STEP 1: NW implement the model training for spatial beam prediction
· STEP 2: NW configure the configuration of beam management for spatil beam prediction to UE.
· STEP 3: NW send the reference signal for beam manangement to UE.
· STEP 4: UE report the measurement result to NW
· STEP 5: NW implement the model inference according to the received measurement report
· STEP 6: NW send the beam indication to UE according to the output of the inference, if needed.
2.2.2 BM Case 2


Fig.2-2 One illustration of general procedure for use case 2-2 with NW side training and inference
· STEP 1: NW implement the model training for temporal beam prediction
· STEP 2: NW configure the configuration of beam management for temporal beam prediction to UE.
· STEP 3: NW send the reference signal for temporal beam prediction to UE.
· STEP 4: UE report the measurement result for beam pattern to NW.
· STEP 5: NW implement the model inference according to the received measurement reports.
· STEP 6: NW send the beam pattern indication to UE according to the output of the inference.
Proposal 5: For the AI based beam management, RAN2 assumes that above general procedures for BM case 1 and BM case 2 with model training and inference at NW side can be taken as the basic procedure for further discussion.
Regarding the AI training functionality mapping:
It is quite similar with CSI feedback enhancement case, among the options of gNB, CN and OAM, the CN shall be excluded firstly due to potential signaling overhead for input data of model training and discussion compelxity. 
Proposal 6: For use case of AI based beam manangement with the model training at NW side, the model training functionality can be mapping to either gNB or OAM. it is up to RAN3 to make decision on the actual entity in charge of the model training.
Regarding the AI inference functionality mapping:
It is also similar with CSI feedback enhancement case, the DU entity can be in charge of the AI inference functionality in order to minimize the potential signaling overhead for transferring the Input and Output data of model inference.

Proposal 7: For use case of AI based beam manangement with the model inference at NW side, the model inference functionality shall be mapping to the DU.


2.3 AI positioning enhancement
In this subclause, only LMF based positioning with PRS is taken into account, the general procedure for AI based positioning with NW side model training and inference is discussed as well as the AI/ML functionality mapping within the NW.
2.3.1 Direct AI positioning enhancement with PRS


Fig.3-1 An illustration of general procedure for use case 3-1 with LMF based positioning
STEP 1: CN perform the model training for direct AI positioning.
STEP 2: CN send a request of PRS configuration for direct AI based positioning enhancement
STEP 3: gNB send the PRS configuration to CN
STEP 4: CN send the PRS configuration to UE.
STEP 5: gNB send the positioning reference signal
STEP 6: UE send the measurement report of PRS to CN
STEP 7: CN perform the model inference with the input measurement result for calculating UE location. 
2.3.2 Assisted AI positioning accuracy enhancement with PRS


Fig.3-2 An illustration of general procedure for use case 3-1 with LMF based positioning
STEP 1: CN perform the model training for assisted AI positioning.
STEP 2: CN send a request of PRS configuration for assisted AI based positioning enhancement
STEP 3: gNB send the PRS configuration to CN
STEP 4: CN send the PRS configuration to UE.
STEP 5: gNB send the positioning reference signal
STEP 6: UE send the measurement report of PRS to CN
STEP 7: CN perform the model inference for filtering the LOS measurement result from received measurement results.
Proposal 9: For AI based positioning accuracy enhancement, RAN2 assumes above general procedures of directed positioning enhancement and assisted positioning enhancement with model training and inference at NW side can be taken as the basic procedures for further discussion.
Regarding the AI training functionality mapping within the NW:
From RAN2 point of view, among LMF, NG-RAN node, and OAM, the RAN-node shall be excluded for both LMF based direct AI positioning enhancement and LMF based assisted AI positioning enhancement. The reason for direct AI positioning is that only LMF is resposible to calculate the location, NG-RAN node have no capability to do that. The reason for assisted AI positioning is that the NG-RAN node is transparent for the measurements of the PRS (i.e LPP). So we propose:
Proposal 10: In the case of LMF based AI positioning with PRS, the model training functionality can be mapping to either LMF or OAM. It is up to SA2/CT1 make a decision the actual logcial entity for NW side model training.  
Regarding the AI inference functionality mapping within the NW:
As described in our companion paper [1], the root principle of logical eneity selection for model inference shall minimize the delay caused by the input/output data forwarding. Consider the LMF is an logical enitity to calculate the AI positioning as well as obtain the PRS measurement result, LMF shall be in charge of the AI/ML inference functionality.
Proposal 11: In the case of LMF based AI positioning with PRS, the model inference functionality shall be mapping to the LMF.
3. Conclusion and proposals 
With the above analysis, we have the following conclusions and proposals:
General introduction
Observation 1: As far as the progress made in RAN1, there is limited information for RAN2 to conclude the detail conclusion for each sub-use case on the table, only rational assumption can be made by RAN2 at this stage. Based on the assumption, current discussion for each use case shall be as simple as possible in order to avoid the bootless- and over-discussion.
Proposal 1: Model training/inference functionality mapping within the NW can be a start point for RAN2 discussion based on the rational assumption about the AI method for each sub-use case on the table.
CSI feedback Enhancement
Proposal 2: For the AI based CSI feedback enhancements, RAN2 assumes that above general procedures shown in fig.1-1, fig.1-2, fig.1-3 for three-type model training can be taken as the basic procedure for further discussion.
Proposal 3: For use case of CSI feedback enhancement with NW-side training, the model training functionality at NW side is mapping to either gNB or OAM. it is up to RAN3 to make decision on the actual entity in charge of the model training.
Proposal 4: For use case of CSI feedback enhancement with NW-side inference, the model inference functionality is mapping to the DU.
Beam mangement Enhancement
Proposal 5: For the AI based beam management, RAN2 assumes that above general procedures as shown in fig.2-1, fig.2-2 for BM case 1 and BM case 2 with model training and inference at NW side can be taken as the basic procedure for further discussion.
Proposal 6: For use case of AI based beam manangement with the model training at NW side, the model training functionality can be mapping to either gNB or OAM. it is up to RAN3 to make decision on the actual entity in charge of the model training.
Proposal 7: For use case of AI based beam manangement with the model inference at NW side, the model inference functionality shall be mapping to the DU.
[bookmark: _GoBack]AI based positioning accuracy enhancement
Proposal 9: For LMF based positioning accuracy enhancement, RAN2 assumes above general procedure as shown in fig.3-1 and fig.3-2 for directed positioning enhancement and assisted positioning enhancement with model training and inference at NW side can be taken as the basic procedures for further discussion.
Proposal 10: In the case of LMF based AI positioning with PRS, the model training functionality can be mapping to either LMF or OAM. It is up to SA2/CT1 make a decision the actual logcial entity for NW side model training. 
Proposal 11: In the case of LMF based AI positioning with PRS, the model inference functionality shall be mapping to the LMF.
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