
3GPP TSG-RAN WG2 eMeeting#121bis		       					R2-23XXXXX
Online, Apr 17th – 26th , 2023		  	 	              
Source: 			ZTE Corporation, Sanechips
Title: 	Discussion On the Purpose Driven Data Collection in LCM
[bookmark: Source]Agenda item:		7.16.2.1
[bookmark: DocumentFor][bookmark: _GoBack]Document for: 	Discussion and Decision
1. Introduction
[bookmark: _Hlk127256742]In RAN2#121 meeting, RAN2 has achieved an preliminary consensus on the candidate frameworks for data collection, and summarize the performances and KPI of different frameworks within a table. 
In addition, one homework has been left in the meeting.
· R2 may consider including the existing EVEX framework for this SI, FFS exactly what this means, can discuss next meeting.
In this paper, we try to analysis the candidate framework in the list according to the requirements of different purposes in the LCM, and share our views on this.
2. [bookmark: _Toc7959][bookmark: _Toc20109][bookmark: _Toc12718547]Discussion
EVEX Framework
In TS 23.288, the general EVEX (i.e. event Exposure) procedure is shown as below:


Fig.1: Data Collection Procedure from UE
Generally speaking, the EVEX procedure is one procedure that the NWDAF interact with an AF to collect the data from UE applications, the whole EVEX procedure is totally transparent to both RAN 2 and RAN 3, and the connection between UE and AF is merely via UP tunnel. In this sense, RAN2 must not be able to evaluate the framework, Moreover, the NWDAF have no interface to connect the gNB for now, it is really confusing for us how NWDAF can provide the data to gNB for training, inference, monitoring, etc. Therefore, it should not be a candidate solution unless the SA provides more helpful information.
[bookmark: _Toc131771828]EVEX framwork should not be a candidate framework for data collection since the EVEX procedure is totally transparent to gNB and the NWDAF have no any interface to connect the gNB.
In [1], the candidates of framework for data collection is shown as below:
· Logged MDT
· Immediate MDT
· L3 measurements
· L1 measurement (CSI reporting)
· UAI
· Early measurements
· LPP
And the following agreement is achieved in RAN1:
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
According to the conclusion, the data collection functionality is basically as a sponsor to provision the data resource to the diverse functionalities in LCM. The different functionalities in LCM may have different requirements, for example, the delay requirement, the data continuation requirement, collected data size, and the data type requirement etc.
[bookmark: _Toc131771829]the data collection is a functionality which can be as a sponsor to provision the data resource for different purporses in LCM, for example: the model training/update/ inference/ selection/monitoring, etc.

Model inference
In our companion paper [2], the logical entity/function for model inference is proposed as below:
1) For AI based beam management, CSI feedback enhancement, the DU/gNB is proposed for settling the functionality of the model inference.
2) For AI based Positioning with LMF sided model, the LMF is proposed for settling the functionality of the model inference.
Considering the data collection is to provide the input data to the model inference, and the delay requirement for the model inference, for AI based beam management/CSI feedback, is comparatively higher than any other use cases. Therefore, only L1 measurement (CSI reporting) is the most suitable framework for the model inference of AI based BM and CSI feedback enhancement. there are two reasons:
1) the model inference is better to reside in the DU as we proposed in [1], the L1 measurement is terminated at gNB-DU, there is no additional delay would be caused by the propagation via additional interface.
2) The L1 measurement naturally can be configured with relatively short report cycle for meeting the Layer 1 procedure requirement.
[bookmark: _Toc131771830]For AI based BM and AI based CSI feedback enhancement, the L1 measurement (CSI reporting) is the only suitable framework for data collection of the model inference.
As for the AI based positioning with LMF sided model, the LPP framework can provide the data collection tunnel between UE and LMF, it is the most suitable among all the candidate.
[bookmark: _Toc131771831]For AI based positioning, the LPP are the suitable frameworks for data collection of the model inference.

Model Training/Update
In our companion paper [2], the logical entity/functions for model training are proposed as below:
· For AI based beam management, CSI feedback enhancement, the CU/gNB or OAM is proposed for accommodating the functionality of the model training.
· For AI based Positioning with LMF sided model, the LMF is proposed for accommodating the functionality of the model training.
Data collection type for model training shall be categorized into two types according to the model training type: For online training, the collected data type should be a near-real time data while for off-line training, the collected data type is a non-real time data collection.
[bookmark: _Toc131771832]The data collection for on-line training/update is to collect the near real time data for model training/update, while the data collection for off-line training/update is to collect the non-real time data for model trainin/update.
Regarding the online training for AI based beam management, CSI feedback enhancement, only the L1 measurement(e.g. CSI report), L3 measurement, Immediate MDT is able to provide the near-real time and continuous data . Regarding the logged MDT, UAI, early measurements, the report occasion is not predictable which is not appropriate to be the candidate framework for the online model training. Regarding the offline training for AI based BM, CSI feedback enhancement, in addition to the mentioned frameworks for on-line training, the logged MDT is specifically suitable for off-line training.
[bookmark: _Toc131771833]For AI based CSI feedback enhancement, AI based BM, the L1 measurement, L3 measurement, Immediate MDT is suitable for both online training and off-line training. The logged MDT is only suitable for off-line training. 
As for the AI based Positioning, for online-training, LPP and immediate MDT can be candidates framework since the LMF is a possible logical function the model training functionality reside in and both LPP and immediate MDT (e.g. TCE) can provision the LMF with the training data. For offline training, the LPP and immediate/logged MDT can be the candidates framework as the same reason.
[bookmark: _Toc131771834]For AI based Positioning, the LPP protocol and immediate MDT can be the candidate framework for on-line training/update, and the LPP protocol and logged/immediate MDT can be the candidate framework for off-line trainig/update.

Model Monitoring
For model monitoring, according to the latest agreement about it:
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
Monitoring based on inference accuracy, including metrics related to intermediate KPIs
Monitoring based on system performance, including metrics related to system peformance KPIs
Other monitoring solutions, at least following 2 options.
Monitoring based on data distribution
Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
Output-based: e.g., drift detection of output data
Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


It can be seen that the model monitoring so far is not stable, the functionality mapping of the model monitoring cannot be done until RAN1 have achieved enough progress on it. 
[bookmark: _Toc131514799][bookmark: _Toc131771835]The model monitoring study is still ongoing in RAN 1 discussion, according to the latest agreement in RAN1, there are 4 solutions for AI model monitoring on the table and each solution may cause a different understandings on the selection of the framework for data collection. 

3. Conclusion and proposals 
In this contribution, we discussed the model transfer for AI for PHY with the following observations and proposals:
Proposal 1.	EVEX framwork should not be a candidate framework for data collection since the EVEX procedure is totally transparent to gNB and the NWDAF have no any interface to connect the gNB.
Obsevation 1.	the data collection is a functionality which can be as a sponsor to provision the data resource for different purporses in LCM, for example: the model training/update/ inference/ selection/monitoring, etc.
Proposal 2.	For AI based BM and AI based CSI feedback enhancement, the L1 measurement (CSI reporting) is the only suitable framework for data collection of the model inference.
Proposal 3.	For AI based positioning, the LPP are the suitable frameworks for data collection of the model inference.
Obsevation 2.	The data collection for on-line training/update is to collect the near real time data for model training/update, while the data collection for off-line training/update is to collect the non-real time data for model trainin/update.
Proposal 4.	For AI based CSI feedback enhancement, AI based BM, the L1 measurement, L3 measurement, Immediate MDT is suitable for both online training and off-line training. The logged MDT is only suitable for off-line training.
Proposal 5.	For AI based Positioning, the LPP protocol and immediate MDT can be the candidate framework for on-line training/update, and the LPP protocol and logged/immediate MDT can be the candidate framework for off-line trainig/update.
Obsevation 3.	The model monitoring study is still ongoing in RAN 1 discussion, according to the latest agreement in RAN1, there are 4 solutions for AI model monitoring on the table and each solution may cause a different understandings on the selection of the framework for data collection.
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