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[bookmark: _Ref131412611]1	Introduction
[bookmark: _Ref178064866]This is the fourth meeting on which RAN2 discusses the “AI/ML for NR Air Interface” SI (see the approved SID in RP-213599, and the revised version in RP-221348).
This is the first meeting though on which we have a sub–Agenda Item solely intended to discuss data collection aspects.
From previous meeting agreements and related discussions, in this paper we provide our views on what RAN2 should focus on when it comes to collection of data for the AIML for PHY SI, while also sharing our thoughts with respect to the previously endorsed table in R2-2302286. 
2	Discussion
During RAN2#121, RAN2 spent time analysing the existing signalling methods for the UE to provide the network with certain performed measurements. In this paper, we further analyse those methods, and we try to describe how those can be adopted (if possible) in the context of AIML.
2.1	Main data collection purposes 
It is worth starting by mentioning that even though the following proposal was loosely endorsed during RAN2#121:
	Proposal 2	Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.



From both model-ID- and functionality-based functional frameworks further discussed by us in our document in Agenda Item 7.16.2.1 (see R2-2304116) we believe that data collection should mainly be studied for:
· training,   
· performance monitoring, 
· functionality operation, and 
· model inference. 
However, we would like to stress that for the time being, RAN2 should especially focus on training and performance monitoring.
On the one hand, let us note that the model inference process (i.e., the process of making predictions or decisions) will depend on the input data defined by RAN1, which could include various types of information, such as channel conditions, traffic patterns, device characteristics, etc. And in principle, RAN2 do not have much of a saying on this matter. So, data collection for inference should first be handled by RAN1.
On the other hand, and while we believe that studying data collection for a functionality’s operation could very much be needed from a RAN2 standpoint, this analysis should come in due time according to the use cases’ progress.
[bookmark: _Toc131599095][bookmark: _Toc131752665]RAN1 is responsible for handling the model inference process which depends on input data that RAN2 has little influence over.
[bookmark: _Toc131599098][bookmark: _Toc131752650]RAN2 to now focus on data collection for training and (model/functionality) performance monitoring. If necessary, data collection for model inference could be address upon receiving further information from RAN1. 
[bookmark: _Toc131752651]Study data collection for AIML-based operation when sufficient progress is made towards the development of each use case (this may eventually depend on RAN1).
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[bookmark: _Ref127432881]Figure 1. A functional framework to discuss AIML model-based management.
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Figure 2. A functional framework to discuss AIML functionality-based management.

2.2	Procedures and (a priori) requirements for use cases
The three different RAN1-agreed use cases and their respective sub use cases are listed below:
· CSI feedback enhancement
· [bookmark: _Hlk125634461]Spatial-frequency domain CSI compression using two-sided AI model
· Time domain CSI prediction using UE-sided model
· Beam Management (BM) enhancement
· Spatial-domain DL beam prediction, with UE-sided or NW-sided AI model
· Temporal DL beam prediction, with UE-sided or NW-sided AI model
· Positioning accuracy enhancement
· Direct AI/ML positioning (i.e., the AI/ML model is directly producing the UE location as output)
· Assisted AI/ML positioning (i.e., the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods)
· For the above 2 points (i.e., direct/assisted AI/ML positioning), RAN1 have captured the following (sub)cases:
· Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning
In RAN2#121, the following was loosely endorsed:
	Proposal 1	RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.



To properly assess whether the existing data collection frameworks for the AIML use cases listed above, as mentioned in at the beginning, we believe that RAN2 should first discuss what are the expectations for training and performance monitoring.
Even if discussing requirements may be hard without clearer RAN1 guideline, we believe that RAN2 can still roughly evaluate, for example, what might be the expected latency requirements of the data report, the expected information overhead that needs to be transferred, the periodicity of the reporting, etc.
In the following, we provide our analysis for each AIML data collection entity.
2.2.1	NW-sided models
2.2.1.1	Training
For NW-sided model training, the intention is to enable the UE to report long term performance measurements/evaluation. Unlike performance monitoring, the training process may not require timely delivery of data to the network since the purpose of training is to enable the network to adjust parameters in the long run. Hence, in our view for training, the UE would be required to log certain information for some time and transmit it to the network when required. As a consequence, the amount of data that may be transmitted to the network may be relatively large and span measurement/predictions that the UE may have performed in a large time interval.
[bookmark: _Toc131599099][bookmark: _Toc131752652]For NW-sided model training, RAN2 to consider the data information overhead when evaluating the corresponding data collection framework.

We also observe that the use cases defined by RAN1 are RAN-centric. Hence, irrespective of the framework that will be adopted for NW-sided (model) training, the information transferred by the UE to the network should be available to the gNB. In this regard, for the purpose of model training it should be at least possible for the gNB:
a) to configure the UE to transfer data, and
b) to initiate a data transferring session 
If needed at a later stage, RAN2 can also discuss together with other working groups, e.g. SA2/SA4, the need to collect data for the purpose of model training outside the RAN, e.g. for the OAM, NWDAF.
[bookmark: _Ref131504204][bookmark: _Toc131599100][bookmark: _Toc131752653]For NW-sided model training, RAN2 considers that the training is RAN-centric, i.e., the data transferred for the purpose of training should be available to the gNB, and it should be possible for the gNB to configure/initiate the UE to transfer data for this purpose.
2.2.1.2	Performance monitoring
The objective of NW-sided performance monitoring is to allow the network to assess the performances of its own models or functionalities, e.g., by evaluating whether a certain configuration provided to the UE based on NW model predictions is beneficial enough considering, for example, the UE’s actual channel measurements.
Unlike training, which involves model/functionality development, the goal of performance monitoring is to evaluate if a model/functionality is working as expected, and whether the input samples fall within the expected range. Therefore, the reporting time interval for performance monitoring may need to be shorter, with potential latency concerns, and event- triggering reporting, while the volume of data per report may not be a significant factor.
[bookmark: _Toc131599101][bookmark: _Toc131752654]For NW-sided performance monitoring, RAN2 to consider the latency requirements when evaluating the corresponding data collection framework.
 
[bookmark: _Ref131412603]2.2.2	UE-sided models
2.2.2.1	Training
The objective of UE model training is to assist the UE to train or enforce its AIML-enabled functionalities, e.g., via information/reports transmitted by the network to the UE.
And while the requirements for UE-sided model training should be similar to the NW-sided cases (e.g., relaxed latency), we believe that the main challenge would be to figure out what could be the information that the UE may need, while keeping the signalling framework’s complexity within acceptable boundaries.
Some information useful for training may be inferred by the UE from legacy configurations provided by the network, e.g., via broadcast or dedicated to specific UEs. While some other information may need to be signalled explicitly by the network for the sake of training. For example, the UE can use a legacy configuration to train a model, and if it needs more samples to optimize/enhance the current model, then it may provide an indication to the network with the desired configuration (e.g., via the UE Assistance Information).
However, at this stage, it is hard to properly assess what information the UE requires to train models. Especially, since the models used by UEs which may differ and are not necessarily known by the network. 
Hence, RAN1 should first discuss the necessary configurations and their intended purpose, after which RAN2 can evaluate the appropriate method for transferring those configurations to the UE. 
[bookmark: _Toc131599102][bookmark: _Toc131752655]For UE-sided model training, RAN2 should await input from RAN1 on use cases and UE configurations necessary for proper training.

2.2.2.2	Performance monitoring
We believe that the UE can independently monitor its own system/link level performance (e.g., BLER of a hypothetical PDCCH transmission, number of beam failures, number of beam switches) for its beam prediction feature. By comparing these statistics to target system KPI(s), the UE can detect or predict potential performance degradation.
However, the UE may also report measurements/events that were performed as a consequence of a certain model being used at the UE. Although the network may not know which model the is using, the UE can report to the network information on whether a certain AIML functionality is working properly, e.g.:
· with a certain accuracy, or
· if it is no longer applicable (i.e., it does not fulfil anymore certain requirements), or
· the UE can also indicate what type of configuration would be needed to improve the accuracy of the operated model.
Indeed, the UE may be requested by the network to report accuracy performance metrics, e.g. on a per-sample basis (e.g. L1-RSRP error or beam accuracy), or as an aggregated statistical error over a certain monitoring window to reduce the reporting overhead.
This way, the network can evaluate the performance of an AIML functionality operated by the UE. If necessary, the network can de-configure the UE or provide the UE with a different configuration to improve the model prediction (e.g., provide a fallback configuration). 
[bookmark: _Toc131599103][bookmark: _Toc131752656]For UE-sided performance monitoring, RAN2 to study mechanisms for the UE to report information about UE-operated AIML functionality, such as its applicability, accuracy performance, or desired configuration.
[bookmark: _Toc131752657]For UE-sided performance monitoring, RAN2 to study signalling mechanism for gNB to provide the UE with a suitable configuration that improves both the accuracy of the UE-operated AIML functionality and the UE’s performances (e.g., fallback configurations).

As with NW-based performance monitoring, here it is also important to consider the latency requirement, since to monitor performance, the network may need to enable or disable certain UE functionalities/configurations. In particular, the reporting can be periodic (with regular updates on predicted measurements and related accuracy) or event-driven (such as when the UE reports drops in the accuracy below a certain threshold, or failure to meet certain requirements). As said above, the UE may also provide suggestions of desired configurations that can improve the accuracy of its AIML functionalities.
[bookmark: _Ref131413785][bookmark: _Toc131599104][bookmark: _Toc131752658]For UE-sided performance monitoring, when analysing data collection frameworks, RAN2 to evaluate the conditions under which the UE may report information associated to a UE-operated AIML model (e.g., the periodicity of the reporting, the need of event-based reporting).

2.2.3	Two-sided models 
For two-sided models, a tight coordination between UE and network may be required. To limit the scope of the discussion at this point and since this topic requires more RAN1 discussion, we propose to first focus on the one-sided models.
[bookmark: _Toc131599105][bookmark: _Toc131752659]At this stage RAN2 prioritizes the discussion on NW/UE-sided models.

The following table summarizes our views captured in Section 2.2 regarding what a data collection framework should consider for the different cases and LCM stages:
	Case
	Training
	Performance monitoring

	NW-sided models
	· Study the volume of data to be transmitted.
· Data should be available to the gNB, and it should be possible for the gNB to configure the UE to transfer data.
	· Analyze latency requirements. 

	UE-sided models
	Note: Wait for RAN1 input on use cases and UE configurations necessary for proper training.
	· UE may need to report a functionality’s: applicability, accuracy, performance, or desired configuration.
· gNB may need to be able to get feedback from the UE to provide a suitable configuration for a functionality.
· UE may need to report information related to a specif model performance.

	Two-sided models
	Note: not prioritized at this point, wait for RAN1 progress.


 Table 1. Data collection requirements for use cases and LCM stages.
2.3	Identified data collection frameworks
During RAN2#121, RAN2 endorsed in R2-2302286 a table identifying potential data collection frameworks. The table serves as a starting point and could be modified according to the SI progress. 
The frameworks identified by RAN2 for possible data collection used are listed in the follow:
1. Logged MDT
2. Immediate MDT
3. L3 measurements
4. L1 measurement (CSI reporting)
5. UAI
6. Early measurements
7. LPP
2.3.1	NW-sided models
2.3.1.1	Training
From the discussion and expected requirements discussed above, the framework adopted in the logged MDT may be appealing for NW-sided model training. In fact, in logged MDT, the UE logs certain measurements while being in RRC_IDLE/INACTIVE and it temporarily stores those measurements until the network requests them. Since a great amount of data may have been collected by the UE, the UE can also signal to the network whether there are additional RRC segments available containing MDT info. This way the network can keep requesting the UE to transmit the remaining information.
For the other legacy signalling frameworks currently specified, only a single measurement/sample can be collected and transferred to the network, which may be a limitation for model training.	
However, logged MDT can only be enabled for idle/inactive UEs, which is obviously a limitation for the AIML use case. Additionally, logged MDT (as well as immediate MDT) is not terminated at the gNB. But the configuration is controlled by the OAM and subject to CN signalling, so the collected data is terminated in the Trace Collection Entity (TCE).
We also observe that MDT has been primarily developed as a tool to evaluate coverage maps and for QoS monitoring. Therefore, user consent is necessary to enable MDT. The AIML use cases under study here are, instead, clearly RAN-oriented and target network optimization at RAN level. 
Hence, for the reasons mentioned above, some parts of MDT can be reused for the purposes of NW-sided model training, but the framework is not really suitable for our scope.
[bookmark: _Toc131599096][bookmark: _Toc131752666]The data collection framework for NW-sided model training may incorporate some parts of logged MDT. However, MDT as such has certain properties that make it not suitable.
[bookmark: _Toc131599106][bookmark: _Toc131752660]For NW-sided model training, RAN2 to study a data collection framework that allows the UE to measure and store a set of measurements (details up to RAN1) to be reported to the gNB upon request, and in multiple RRC segments.

2.3.1.2	Performance monitoring
For performance monitoring of NW-sided models, the NW can in principle use off-the-shelf techniques to evaluate the performance of its own models, e.g., legacy L1/L3 measurements. For example, the network can monitor system/link level performance (e.g., throughput, number of beam failures, number of beam switches) of the users whose transmissions/receptions are scheduled/configured based on the NW-sided beam prediction model output. By comparing the system/link level performance statistics to a target system KPI(s), the NW can detect or predict potential system/link performance degradation, thereby, triggering LCM actions like fallback and, subsequently, perform error cause analysis if needed.
Whether there is the need to improve the current L1 reporting or L3 RRC measurements for the sake of NW-sided model monitoring should be however studied RAN1. For example, the UE may need to be configured to collect data within a time window and then report measurement samples in the measured period, i.e., somewhat like the data collection mechanism for training, but with a different time scale.
[bookmark: _Toc131752661]For NW-sided performance monitoring, RAN2 waits input from RAN1 on the need to enhance the L1 reporting configuration or the L3 RRC measurement configuration and reporting.

2.3.2	UE-sided models
2.3.2.1	Training
[bookmark: _Hlt131694719][bookmark: _Hlt131694692][bookmark: _Hlt131694693]For UE-sided model training, as discussed in Section 2.2.2, it is not clear at this stage what is the information (measurement samples) that the UE needs to acquire to train models. The UE may need certain radio configurations from the NW that allows the UE to collect more data to further train the model. However, we believe that this should be studied in RAN1.
At a first glance, it seems that the UE Assistance Information framework may be a good candidate, but that very much depends on the amount of data that may be requested by the UE, if there are any triggering conditions for the request, etc.
[bookmark: _Toc131599107][bookmark: _Toc131752662]For UE-sided model training, RAN2 waits for RAN1 input on requirements needed for a proper training and which radio configurations may be desired by the UE, before evaluating the proper data collection framework (e.g., UE Assistance Information).

2.3.2.2	Performance monitoring
[bookmark: _Hlt131694837]As discussed in Proposal 6 and Proposal 8, which framework to use in this case, it also very much depends on the expected requirements. However, it seems clear that for this type of report, the latency requirement should be taken into account, because the UE-sided performance monitoring should allow the network to change the UE configuration, enable/disable a UE functionality, etc.
The UE may be requested to report the inference-accuracy performance metrics used for model monitoring to the NW, e.g., per-sample basis (L1-RSRP error or beam accuracy), or an aggregated statistical error over a certain monitoring window to reduce the reporting overhead. Besides, we might need to study signalling for the UE report the (non)applicability of a certain AIML functionality, or what sort of network configuration may be desired to improve the accuracy of the currently operated AIML model.
For this reason, a layer-1, or layer-2, or layer-3 mechanism might be needed. Which specific layer to adopt may depend on the type of information, and on the amount of information to be reported. Additionally, that depends also on the node that should react on the received information about the model performance, and that should take the necessary actions. If performance dependent reconfigurations are performed by the CU, then a L3 mechanism in which L1 measurement are included may need to be developed.
[bookmark: _Toc131599108][bookmark: _Toc131752663]RAN2 to discuss whether layer-1, or layer-2, or layer-3 (possibly including some layer-1 related measurements) signalling is needed for reporting of the outcome of performance monitoring (e.g. performance metrics, (non)applicability of AIML functionality, desired configuration), once the information to be reported and the conditions for the reporting are clarified.

The following table summarizes our views captured in Section 2.3 regarding which data collection frameworks could serve for each case and LCM stage:
	Case
	Training
	Performance monitoring

	NW-sided models
	· The framework should allow the UE to measure and store a set of measurements  to be reported to the gNB upon request, and in multiple RRC segments.
· It is possible to draw inspiration from parts of logged MDT.
	Wait for RAN1 input. Perhaps enhancements are needed to:
· L1 reporting config., or
· L3 RRC measurement config. and reporting.

	UE-sided models
	Wait for RAN1 input on requirements. UE Assistance Information could eventually be suitable.
	Depending on the data to be reported discuss whether L1, L2, or L3 signalling is needed.


Table 2. Suitable data collection frameworks for use cases and LCM stages.
2.3.1	Data Collection from the UE Application
During RAN2#121, it was highlighted that SA2 has also developed a framework for data collection from the UE application. Whether that could be somehow applicable to the RAN uses cases addressed in Rel-18 SI should be discussed.
TS 23.288 envisages a set of high-level procedures by which data is collected by a Network Data Analytics Function (NWDAF) from UE Application(s) via an intermediary Application Function (AF). As described in TS 23.288, this protocol implies that the NWDAF interacts with an AF to trigger the data collection from UE Application(s) as an input for analytics generation and ML model training. In particular, the NDWAF can subscribe to the AF for UE data collection using a subscribing procedure to request certain information from the UE application. The information that can be subscribed and, hence, transferred by the UE to the NWDAF as part of this framework are described in TS 23.502 (see e.g., clause 5.2.19.2), and include for example “UE Mobility information”, “Service Experience information”, “User Data Congestion information”, etc.
Given this analysis, it appears that this data collection framework is not RAN-centric, since the configuration, and the initiation of the data collection is performed outside the RAN, as well as the data collection itself is terminated outside the RAN. Besides, the use cases currently addressed in this framework are certainly not RAN-centric, as the cases studied in RAN1 (especially the CSI and beam management use case).
How to make the data collection controllable by gNB and terminated in the gNB (where the model may reside) should be studied and addressed if this framework is used for the RAN-centric data collection.
We also note, from what is specified in TS 23.288, that user consent for analytics may be required when using this framework (similarly to MDT). The data exposed by the UE in this framework is for example: the mobility information, the service experience information, the QoS monitoring, etc., which may be sensitive privacy-wise.
On the other hand, the objectives of the AIML-based frameworks in our RAN study item are purely targeting RAN optimizations and intended to improve (RAN) performances at the gNB and at the UE radio layers.
Given the above analysis, the “Data Collection from the UE Application” may come with some limitations/assumptions that are not suitable for the RAN use cases that RAN1/2 is considering in Rel-18. If some of the RAN-centric data used for NW-sided model training needs to be exposed to the OAM, that can be studied in a later stage in conjunction with SA5/SA2, for example by enhancing the event exposure service if needed.
[bookmark: _Toc131599097][bookmark: _Toc131752667]The framework of “data collection from the UE application” developed by SA2 is not RAN-centric from an architectural point of view, and it comes with a set of assumptions (e.g., on the use cases) which may not fit the AIML scenarios studied in RAN1/2 in Rel-18.
[bookmark: _Toc131599109][bookmark: _Toc131752664]The current framework of “data collection from the UE application” is not suitable for the RAN-centric use cases studied in the Rel-18 RAN SI. 
 
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	RAN1 is responsible for handling the model inference process which depends on input data that RAN2 has little influence over.
Observation 2	The data collection framework for NW-sided model training may incorporate some parts of logged MDT. However, MDT as such has certain properties that make it not suitable.
Observation 3	The framework of “data collection from the UE application” developed by SA2 is not RAN-centric from an architectural point of view, and it comes with a set of assumptions (e.g., on the use cases) which may not fit the AIML scenarios studied in RAN1/2 in Rel-18.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to now focus on data collection for training and (model/functionality) performance monitoring. If necessary, data collection for model inference could be address upon receiving further information from RAN1.
Proposal 2	Study data collection for AIML-based operation when sufficient progress is made towards the development of each use case (this may eventually depend on RAN1).
Proposal 3	For NW-sided model training, RAN2 to consider the data information overhead when evaluating the corresponding data collection framework.
Proposal 4	For NW-sided model training, RAN2 considers that the training is RAN-centric, i.e., the data transferred for the purpose of training should be available to the gNB, and it should be possible for the gNB to configure/initiate the UE to transfer data for this purpose.
Proposal 5	For NW-sided performance monitoring, RAN2 to consider the latency requirements when evaluating the corresponding data collection framework.
Proposal 6	For UE-sided model training, RAN2 should await input from RAN1 on use cases and UE configurations necessary for proper training.
Proposal 7	For UE-sided performance monitoring, RAN2 to study mechanisms for the UE to report information about UE-operated AIML functionality, such as its applicability, accuracy performance, or desired configuration.
Proposal 8	For UE-sided performance monitoring, RAN2 to study signalling mechanism for gNB to provide the UE with a suitable configuration that improves both the accuracy of the UE-operated AIML functionality and the UE’s performances (e.g., fallback configurations).
Proposal 9	For UE-sided performance monitoring, when analysing data collection frameworks, RAN2 to evaluate the conditions under which the UE may report information associated to a UE-operated AIML model (e.g., the periodicity of the reporting, the need of event-based reporting).
Proposal 10	At this stage RAN2 prioritizes the discussion on NW/UE-sided models.
Proposal 11	For NW-sided model training, RAN2 to study a data collection framework that allows the UE to measure and store a set of measurements (details up to RAN1) to be reported to the gNB upon request, and in multiple RRC segments.
Proposal 12	For NW-sided performance monitoring, RAN2 waits input from RAN1 on the need to enhance the L1 reporting configuration or the L3 RRC measurement configuration and reporting.
Proposal 13	For UE-sided model training, RAN2 waits for RAN1 input on requirements needed for a proper training and which radio configurations may be desired by the UE, before evaluating the proper data collection framework (e.g., UE Assistance Information).
Proposal 14	RAN2 to discuss whether layer-1, or layer-2, or layer-3 (possibly including some layer-1 related measurements) signalling is needed for reporting of the outcome of performance monitoring (e.g. performance metrics, (non)applicability of AIML functionality, desired configuration), once the information to be reported and the conditions for the reporting are clarified.
Proposal 15	The current framework of “data collection from the UE application” is not suitable for the RAN-centric use cases studied in the Rel-18 RAN SI.
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