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1. Introduction
In RAN2#121 meeting, some agreements have been achieved of model transfer/delivery, details are shown as below[1]:
	We Use the wording “model transfer/delivery”
model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
[bookmark: OLE_LINK4]Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 



Moreover, RAN2 assumed that the Table in R2-2302268[2] is regarded as a starting pointing for further discussion, which is shown as followings:
	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework

	[bookmark: OLE_LINK28]Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic


In this contribution, we will continue to analyse RAN2 impacts of model transfer/delivery.
2. Discussion
[bookmark: OLE_LINK25][bookmark: OLE_LINK32][bookmark: OLE_LINK35]An agreement for model transfer/delivery in RAN1#112 meeting can be found as following, which lists some relationships among case(collaboration levels), model transfer/delivery, model storage location and training location.  
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


[bookmark: OLE_LINK21]
[bookmark: OLE_LINK1][bookmark: OLE_LINK37][bookmark: OLE_LINK31]Based on RAN2’s discussion, 7 solutions for model transfer/delivery have been agreed upon. Considering collaboration level aspects of model transfer/delivery, since RAN1 already has been agreed that defining the Network-UE collaboration level can be based on model transfer aspect, and the boundary for level y and level z is whether model delivery is transparent to 3gpp signaling or not. Therefore, it can be easily seen that Solution 4 belongs to level y, and other solutions such as Solution 1a/1b/2a/2b/3a/3b belong to level z. Meanwhile, it can be also found that model storage location and training location can be same or different. 
[bookmark: OLE_LINK17]Observation 1: Model storage location and training location can be same or different.
Proposal1: RAN2 should align with RAN1 agreement, which is model storage location and training location can be same or different.

It is important for RAN2 to determine the entities/locations responsible for managing AIML models when discussing the detailed implementation of proposed solutions. For instance, in Solution 1a, gNB can deliver AI/ML models to UE via RRC signalling,in our view, which implies that gNB manages AIML model transfer/delivery by configuring a dedicated RRC message. However, the entity/location of AIML models for training and storage are not limited to gNB itself but also include UE, CN, third server and etc. In other words, gNB can obtain AIML models from other entities and transfer them to UE. Similarly, CN (including LMF function) can manage the AIML models which may be trained and stored in other entities. Hence, the proposed 7 detailed solutions can be summarized: gNB manages AIML model transfer/delivery in Solution 1a/1b; CN (including LMF) manages AIML model transfer/delivery in Solution 2a/2b/3a/3b; third server(OAM,OTT) manages AIML model transfer/delivery in Solution 4. 
[bookmark: OLE_LINK33]Proposal 2: Consider the entity which do the model transfer/delivery means that the entity manages AIML model.
[bookmark: OLE_LINK16]Proposal 3:Consider the entity which do the model transfer/delivery dose not means that AIML model is trained and stored in the Entity .

[bookmark: OLE_LINK3][bookmark: OLE_LINK41][bookmark: OLE_LINK40][bookmark: OLE_LINK30]As above discussion, the entity/location of model training, model storage and model manage may influence AIML model transfer/delivery scheme in some extent. As described above, entity/location of model training and model storage can be same or different, while the entity/location of model storage may directly influence model manage for AIML model transfer/delivery if the model manage entity is different with model storage entity. Since the model manage entity should understand the AIML model to transfer/delivery, it may require some related information of AIML model from model storage entity, the information can be model ID, model functionality, model structure and parameters. If the location of model training, model storage and model manage are same entity, the entity is fully understand the AIML model. Hence, in the current stage, we suggest RAN2 first study model transfer/delivery assumes that the entity of model training, model storage and model manage is same. 

[bookmark: OLE_LINK9]Proposal 4:Suggest RAN2 first study model transfer/delivery when assumes entity of model training, model storage and model manage is same.

[bookmark: OLE_LINK5]In the latest meeting, pros and cons of possible solutions including CP-based and UP-based for model transfer/deliver are fully evaluated and analyzed. However, due to time limitation, it hard to discuss the all related schemes of the possible solutions for AIML model transfer/delivery simultaneously. Hence, we suggest solution1a/1b to be prioritized since it is over air interface and more depends on RAN2. And if time allows, study solution3a/3b since it is clear to used for positioning use case. For solution2a/2b, Although the discussion agree that it is used for CSI feedback enhancement and beam management, while it is highly depends on other WGs, we suggest deprioritized these two solutions.  

Proposal 5: It it kind to suggest RAN2 further discuss the schemes of solution 1a/1b at first.

[bookmark: OLE_LINK22][bookmark: OLE_LINK24]Figure1 is the potential procedure of model transfer/delivery, from our perspective, both UE request-based depicted in Figure1(a) and gNB(NW) trigger-based depicted in Figure1(b) methods are possible for model transfer/delivery. 


(a) UE request-based                        (b) gNB trigger-based

Figure 1. Potential procedure of model transfer/delivery between UE and gNB
[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK10][bookmark: OLE_LINK6][bookmark: OLE_LINK14][bookmark: OLE_LINK2]For UE request-based method, since the transferred model is used to AIML functions which are deployed at UE, UE knows when it needs AI/ML model and which kinds of AIML model it supports. Thereby, UE sends a RRC message to request AI/ML model transfer/delivery from gNB, meanwhile, it also can provide gNB with assistant information to assist gNB transfer/delivery the AI/ML model which is more suitable, such like UE capacities(e.g., UE storage), model ID, model functionality. For gNB trigger-based method, gNB manages the AI/ML model which is able to transfer/delivery the AI/ML model autonomously.  
Proposal 6: For model transfer/delivery, study procedure and signaling of following mechanisms:
- NW trigger-based AI/ML model transfer/delivery
- UE request-based AI/ML model transfer/delivery

[bookmark: OLE_LINK13][bookmark: OLE_LINK11][bookmark: OLE_LINK12]For model transfer via CP between UE and gNB, considering the maximum size of downlink RRC message is only 45KB, also, if use the legacy RRCreconguration message to carry the AIML model, in order to not block other original RRC information, the limitation of model size should be considered which is smaller than 45KB. However, it is flexible for the RRC information in RRCreconguration message, so it is difficult to give a model size limitation. Hence, in our suggestion, it is better to use a new dedicated RRC message to transfer the AIML model. Moreover, which size is also can be newly defined/extended.
Proposal 7: RAN2 define a new dedicated RRC message to carry AIML model.
[bookmark: OLE_LINK15]For model transfer via UP between UE and gNB, it is kindly to carry large AIML model. However, the legacy User plane is not suitable for this case since the terminated notes are UE and UPF, and gNB only forwards the data transparently. Hence, an adaptation layer can be introduced to deal with the AIML model transfer, possible user plane protocol structure between UE and gNB for AIML is shown in Figure2.










（a）                                   （b）
Figure2. Possible user plane protocol structure between UE and gNB
Proposal 8: Study a possible UP solution which newly introduces an adaptation layer for AIML.
3. Conclusion
In this contribution, the following observations and proposals have been proposed
[bookmark: OLE_LINK18][bookmark: _Toc54284462]Observation 1: Model storage location and training location can be same or different.
[bookmark: _GoBack]Proposal 1:RAN2 should align with RAN1 agreement, which is model storage location and training location can be same or different.
Proposal 2: Consider the entity which do the model transfer/delivery means that the entity manages AIML model.
Proposal 3:Consider the entity which do the model transfer/delivery dose not means that AIML model is trained and stored in the entity.
Proposal 4:Suggest RAN2 first study model transfer/delivery when assumes entity of model training, model storage and model manage is same.
Proposal 5: It it kind to suggest RAN2 further discuss the schemes of solution 1a/1b at first.
Proposal 6: For model transfer/delivery, study procedure and signaling of following mechanisms:
- NW trigger-based AI/ML model transfer/delivery
- UE request-based AI/ML model transfer/delivery
Proposal 7: RAN2 define a new dedicated RRC message to carry AIML model.
Proposal 8: Study a possible UP solution which newly introduces an adaptation layer for AIML.
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