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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include RAN2-led objectives:
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

RAN2 should study how the life cycle management (LCM) for a given AI/ML model can be supported by existing Uu signaling and procedures and if any enhancements are needed, specifically in the areas of model delivery/updates, data collection, and model monitoring. Specifically, this contribution discusses requirements and solutions for AI/ML model transfer and delivery over the NR air interface. 
AI/ML framework for NR air interface
The 5G industry trends which enable network virtualization and deployment of low-latency/high bandwidth services are also making application of power Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, and processing requirements (including requirements on data aggregation or co-location with different nodes/functions).  

[bookmark: OLE_LINK16]In case model delivery is provided explicitly by 3GPP signaling, the network should inform UEs whether a model is available for delivery and/or whether it has been updated if provided previously. During RAN2#121 the following agreements were made: 

Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

Depending on the use case and how frequently training information is updated, this model delivery may be very infrequent, or may be updated based network and user conditions which dynamically change, necessitating an on-demand mechanism. In addition, the selection of user plane or control plane methods for model delivery may also depend on the size of the model, and the underlying architecture used for model training, testing, and deployment may influence which procedure is most suitable for model delivery and subsequent updates. However, in either case, the network needs to be able to understand (and potentially control) when a model is available to be delivered or updated, in order to optimize the delivery method as well as support model monitoring and triggering activation/deactivation procedures.

[bookmark: OLE_LINK4][bookmark: OLE_LINK21]Proposal 1: For AI/ML use case/approaches which support either UP-based or CP-based delivery methods, RAN2 should study both periodic (e.g., SIB-based) as well as on-demand (e.g., UE-requested and/or via dedicated signaling) model availability and update information.

Conclusion
In this contribution, we discussed the transfer and delivery of AI/ML models over the NR air interface. The following proposal was made:

[bookmark: OLE_LINK9]Proposal 1: For AI/ML use case/approaches which support either UP-based or CP-based delivery methods, RAN2 should study both periodic (e.g., SIB-based) as well as on-demand (e.g., UE-requested and/or via dedicated signaling) model availability and update information.
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