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In RAN2#119-e meeting, RAN2 made following assumptions for the targeted performance of LTM:
Assumption: HO interruption time for L1/L2-based inter-cell mobility is the time from UE receives the cell switch command to UE performs the first DL/UL reception/transmission on the indicated beam of the target cell. FFS if TRS tracking after HO and CSI RS measurement should also be included, i.e. the time to use a high-performance beam (can be clarified further).
Assumption: To reduce HO interruption time, investigate e.g. solutions to reduce the time for UE reconfiguration (already in the WID), downlink and uplink synchronization after handover decision (other parts of dynamic switch not precluded).
Confirm to Support L1/L2-based inter-cell mobility for inter-DU scenario (as well as intra-DU scenarios).  
The design for intra-DU and inter-DU L1/L2-based mobility should share as much commonality as reasonable. FFS which aspects need to be different.
R2 assumes that L2 is continued whenever possible (e.g. intra-DU), without Reset, with the target to avoid data loss, and the additional delay of data recovery.
Assume that we rely on L1 measurements to trigger L1L2 mobility (still measurement for preparation could be L3, FFS)
In this contribution, we analyse the issue of data loss at LTM and discuss the potential solutions for both intra-DU and inter-DU LTM. 
Discussion
As indicated by the WID objective, the goal of L1/L2-based inter-cell mobility is to reduce the mobility latency. The design target of LTM is to make the mobility latency closer to that of beam management during intra-cell mobility. Therefore, the network relies on the L1 measurement and report to trigger LTM.  Since the UE can always be scheduled with the beams of high quality among different cells adapting to the fast channel variation, mobility robustness and throughput can be improved. However, the side effect of LTM is high number of cell switch executions, short TOS and high ping-pong rate. Just as the simulation results illustrated in the Figures in Annex (Simulation assumptions: UE is working on UMa@30GHz, Bandwidth: 80 MHz and the moving speed is 30km/h.), the HO attempts of LTM is 4 times of basic HO if TTT is set to 0 with 2 dB A3-offset for basic HO. The HO attempts of LMT is 20 times of basic HO if TTT is set to a typical value, e.g., 160ms with 2dB A3-offset. It implies LTM cell switch execution number is normally several or even a dozen times more than basic HO, depending on the UE mobility speed and HO parameter setting for basic HO. 
Compared to the basic HO that L2 is always reset, data loss due to L2 reset at LTM cell switch will be an issue (especially for RLC UM bearers) considering the high number of LTM cell switch executions. That’s why RAN2 made the working assumption at the very beginning of LTM discussion that L2 is continued whenever possible (e.g., intra-DU), without Reset, with the target to avoid data loss, and the additional delay of data recovery. 
Observation 1: LTM cell switch execution number is several or even a dozen times more than basic HO. Data loss due to L2 reset at LTM cell switch will be an issue to be addressed. 
Proposal 1: RAN2 confirms that the target of L2 handling for LTM is avoiding the data loss and additional delay of data recovery. 
Intra-DU LTM
For intra-DU LTM, RLC layer doesn’t need to be re-established. Therefore, all RLC SDUs, RLC SDU segments, and RLC PDUs are kept and not discarded and the RLC state machine is kept at LTM cell switch. However, MAC reset may be required and whether to keep HARQ buffer and support HARQ continuation needs to be considered. If HARQ continuation is supported at LTM cell switch, RLC SDUs/segments loss at LTM cell switch can be reduced significantly, since the HARQ buffers for those RLC SDUs/segments are not forced to be flushed and the successful delivery can be guaranteed by the continued HARQ processes. In this case, there is no need to enhance the current RLC transmit/reception operations. If HARQ buffer is flushed and HARQ continuation is not supported during intra-DU LTM, it needs to rely on the RLC layer to handle the data loss issue.
Just as illustrated in Figure 1, RLC SDUs/segments with SN=1,2,3 are transmitted from the source cell. RLC SDUs/segments with SN=3 is successfully delivered and RLC SDUs/segments with SN 1, 2 are lost due to HARQ flush at LTM cell switch. Then RLC SDUs/segments with SN=1,2 will be retransmitted through the target cell after LTM cell switch.
Observation 2: If HARQ continuation is supported at LTM cell switch, current RLC transmit/reception operation can be reused without any enhancement. Otherwise, RLC layer needs to be enhanced to handle the data loss issue at LTM cell switch. 


[bookmark: OLE_LINK2]Figure 1 Data loss at Intra-DU LTM cell switch and RLC retransmission
RLC AM operation
For RLC AM bearer, if HARQ buffers are flushed at each LTM cell switch, the lost RLC SDUs or RLC segments can be recovered through ARQ retransmission. Since the RLC state machine is kept during LTM cell switch, the RLC AM entity retransmits the lost RLC SDUs or segments due to MAC reset based on the status report from the peer RLC AM entity. The only problem for RLC AM bearer during intra-DU LTM is that lots of RLC SDUs/segments needs to be retransmitted through RLC ARQ retransmission. Current RLC AM transmit and reception operation can handle the data loss at LTM cell switch. 
Observation 3: Current RLC AM transmit and reception operation can handle the data loss at LTM cell switch by triggering ARQ retransmission. 
RLC UM operation
For RLC AM operation, the RLC SDUs/segments are kept and accessible by RLC transmit operation and subject to ARQ retransmission, when they are submitted to lower layers. However, for RLC UM operation, the RLC SDUs/segments are not accessible by RLC transmit operation once they are submitted to lower layers. When the HARQ buffers are flushed at LTM cell switch, those RLC SDUs/segments are gone and will not be recovered any more. The data loss for RLC UM bearer due to LTM cell switch will be several or a dozen times more than the data loss during basic HO. The average throughput and user experience will be impaired due to the large amount of data loss at LTM cell switch. 
For RLC UM bearer, if HARQ continuation is not supported at LTM cell switch, the current RLC UM operation may need to be enhanced to handle the lost RLC SDUs/segments. Following two options are considered:
· Option 1: RLC SDUs/segments retransmission without status report from peer RLC entity.
· Option 2: RLC SDUs/segments retransmission with status report from peer RLC entity. 
Observation 4: If HARQ continuation is not supported at LTM cell switch, RLC UM operation needs to be enhanced to retransmit the lost RLC SDUs/segments at LTM cell switch.
In option 1, for DL data transfer, the DU can check the HARQ status for each HARQ process and figure out whether the corresponding RLC SDUs/segments are successfully delivered or not at LTM cell switch. Then the DU can retransmit the RLC SDUs/segments from the target cell after LTM cell switch if those RLC SDUs/segments are identified as not successfully delivered. The DU may need to rebuild the UMD PDUs to retransmit those RLC SDUs/segments which are not successfully delivered before LTM cell switch. The same principle can be applied to UL data transfer, i.e., UE can check the HARQ status for each HARQ process and retransmit those RLC SDUs/segments which are not successfully delivered to the target cell. However, this solution adds lots of implementation complexity at both UE and network side. Furthermore, checking the HARQ status may not exactly reflect the delivery status of the RLC SDUs/segments and it’s possible that delivery status of the RLC SDUs/segments is falsely detected in some error cases. 
Observation 5: RLC SDUs/segments retransmission without status report requires UE/network implementation to perform self-detection of the lost RLC SDUs/segments by checking the HARQ status over the lower layer, which introduces much more implementation complexity. 
Another possible option is RLC SDUs/segments retransmission with status report. In DL data transfer, RLC status report is immediately triggered by UE upon LTM cell switch, based on which the network can retransmit the lost RLC SDUs/segments from the target cell after cell switch. In UL data transfer, UE can retransmit the lost RLC SDUs/segments to the target cell after cell switch based on the status report received from the target cell. Considering UM reception window operation, those RLC SDUs/segments waiting for retransmission should be prioritized over the new RLC SDUs/segments, so that the reception window is stalled and not moved, waiting for the RLC SDUs/segments which are lost at LTM cell switch. This solution requires much specification effort, which introduce similar ARQ retransmission mechanism for RLC UM bearers at LTM cell switch. Triggering RLC retransmission is slower than triggering HARQ retransmission in HARQ continuation. 
Observation 6: RLC SDUs/segments retransmission with status report for RLC UM bearer requires introducing status report mechanism from the peer RLC entity, which needs more specification effort. 
If HARQ continuation is not supported, the implementation complexity and specification effort will be moved from MAC layer to RLC layer. However, the transmit/reception operation is not as efficient as HARQ continuation, considering the relatively longer latency over the RLC layer. 
Proposal 2: HARQ continuation is supported at LTM cell switch to reduce the data loss. 
Proposal 3: RAN2 discuss RLC enhancements to retransmit the lost RLC SDUs/segments for RLC UM bearer at cell switch, if HARQ continuation is not supported. 
· Option 1: RLC SDUs/segments retransmission without status report.
· Option 2: RLC SDUs/segments retransmission with status report. 
Inter-DU LTM
If inter-DU mobility also wants to obtain the similar benefits as intra-DU mobility, it also needs to rely on L1 measurements/reports to make mobility decision and take advantages of ping-pong effect instead of minimizing it. But the drawback is increased interaction/signalling overhead over F1 interface due to the high ping-pong rate, short ToS and high cell switch execution number. 
RAN2 should discuss how to handle the ping-pong effects and high cell switch execution number for inter-DU mobility. The opposite option is to minimize the ping-pong rates and reduce cell switch execution number as basic handover procedure by setting longer TTT or introducing additional L1-RSRP threshold for cell switch. However, the benefits obtained by LTM mechanism will shrink dramatically. The mobility reliability will degrade, and mobility latency will increase. 
Proposal 4: RAN2 discuss how to handle the ping-pong effects and high cell switch execution number for inter-DU mobility:
· Option 1: Minimize ping-pong rates, cell switch execution number, and lengthen TOS to reduce the interactions between CU and DUs. 
· Option 2: Take advantage of ping-pong effect/shorter TOS to improve the mobility reliability.
Compared with intra-DU mobility, the major extra procedures for inter-DU mobility are RLC re-establishment and MAC reset.  Considering the cell switch execution number for LTM is several to a dozen times more than legacy HO, the frequent RLC re-establishment will result in more packet loss and longer packet delivery latency just as illustrated in Figure 2. 
· Packet loss for RLC-UM bearer: PDCP PDUs which are not successfully transmitted/received to/from source cell are discarded.
· Longer packet delivery latency for RLC-AM bearers: PDCP PDUs which are not successfully transmitted/received to/from the source cell are retransmitted/re-received to/from the target cell. 


Figure 2.	Data loss at Inter-DU LTM cell switch and PDCP retransmission
Considering Rel-18 L1/L2-based mobility targets more frequent cell switching (e.g., back-and-forth among cells in a region), UE experience degradation due to more packet loss or longer packet delivery latency is more severe. Therefore, RAN2 should discuss potential enhancements to mitigate data loss and latency problems due to RLC re-establishment for Inter-DU LTM.
One possible way to minimize packet data loss for RLC-UM bearer is to support PDCP packet retransmission when cell switch occurs, similar as RLC-AM bearer.  Considering PDCP status report has already been supported in Rel-16 DAPS handover upon uplink data switching, it can also be extended to support inter-DU mobility in Rel-18. 
Observation 7: Current PDCP status report and retransmission mechanism for RLC AM bearer can handle the data loss at inter-DU LTM cell switch. 
Observation 8: PDCP operation for RLC UM bearer needs to be enhanced to retransmit the lost PDCP SDUs at inter-DU LTM cell switch.
Proposal 5: Support PDCP status report and PDCP packet retransmission for UM DRBs to reduce the packet loss for inter-DU LTM. 
To support fast cell switch, there are two possible methods to support L1/L2-based inter-DU mobility from UP protocol point of view, i.e., single-protocol or dual-protocols, as illustrated in Figure 3. 
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Figure 3.	Single-protocol vs. Dual-Protocol for inter-DU LTM
The two methods are further explained below.
· Single Protocol: From UE side, single protocol of one MAC entity and one set of RLC entities is associated with the serving cell. Before cell switch, the single protocol is associated with the source cell/DU and is associated with the target cell/DU after cell switching. 
· Dual Protocols: Frome UE side, dual protocols, each protocol comprising one MAC entity and one set of RLC entities, are associated with the source cell/DU and target cell/DU respectively. Only one single protocol is actively in use. Before cell switching, the protocol associated to the source cell/DU is in use; after cell switching, the protocol associated to the target cell/DU is in use. 
The single protocol method is considered as the basic solution for inter-DU LTM. MAC reset and RLC re-establishment are always required for cell switch. The issue of frequent packet loss can’t be avoided. Further optimization should be considered, just as mentioned Proposal 5. The dual protocol method is considered as a further optimization, which can further reduce the mobility latency. In dual protocol, the MAC entity and the RLC entities can be prepared upon reception of the reconfiguration message. UE can use the protocol associated to the target cell immediately upon reception of the cell switch command. Furthermore, the architecture of dual protocol is the same as split bearer. It allows that possibility to avoid RLC re-establishment and MAC reset when UE is switched back and forth between the source cell and the target cell. Considering the UP process for dual protocol is similar as split-bearer, there is not additional requirement on UE capability. UE which supporting split-bearer can support dual protocol directly. 
Proposal 6: RAN2 consider both the solutions of single protocol and dual protocols for inter-DU LTM. 
· Single protocol: single protocol of one MAC entity and one set of RLC entities is associated to the serving cell from UE aspect.
· Dual Protocols: dual protocols with each protocol comprising one MAC entity and one set of RLC entities are associated to the source cell/DU and target cell/DU respectively from UE aspect. 

Conclusion
We have following observations for the data loss at LTM cell switch:
Observation 1: LTM cell switch execution number is several or even a dozen times more than basic HO. Data loss due to L2 reset at LTM cell switch will be an issue to be addressed. 
Observation 2: If HARQ continuation is supported at LTM cell switch, current RLC transmit/reception operation can be reused without any enhancement. Otherwise, RLC layer needs to be enhanced to handle the data loss issue at LTM cell switch. 
Observation 3: Current RLC AM transmit and reception operation can handle the data loss at LTM cell switch by triggering ARQ retransmission. 
Observation 4: If HARQ continuation is not supported at LTM cell switch, RLC UM operation needs to be enhanced to retransmit the lost RLC SDUs/segments at LTM cell switch.
Observation 5: RLC SDUs/segments retransmission without status report requires UE/network implementation to perform self-detection of the lost RLC SDUs/segments by checking the HARQ status over the lower layer, which introduces much more implementation complexity. 
Observation 6: RLC SDUs/segments retransmission with status report for RLC UM bearer requires introducing status report mechanism from the peer RLC entity, which needs more specification effort. 
Observation 7: Current PDCP status report and retransmission mechanism for RLC AM bearer can handle the data loss at inter-DU LTM cell switch. 
Observation 8: PDCP operation for RLC UM bearer needs to be enhanced to retransmit the lost PDCP SDUs at inter-DU LTM cell switch.
We have following proposals:
Proposal 1: RAN2 confirms that the target of L2 handling for LTM is avoiding the data loss and additional delay of data recovery. 
Proposal 2: HARQ continuation is supported at LTM cell switch to reduce the data loss. 
Proposal 3: RAN2 discuss RLC enhancements to retransmit the lost RLC SDUs/segments for RLC UM bearer at cell switch, if HARQ continuation is not supported. 
· Option 1: RLC SDUs/segments retransmission without status report.
· Option 2: RLC SDUs/segments retransmission with status report. 
Proposal 4: RAN2 discuss how to handle the ping-pong effects and high cell switch execution number for inter-DU mobility:
· Option 1: Minimize ping-pong rates, cell switch execution number, and lengthen TOS to reduce the interactions between CU and DUs. 
· Option 2: Take advantage of ping-pong effect/shorter TOS to improve the mobility reliability.
Proposal 5: Support PDCP status report and PDCP packet retransmission for UM DRBs to reduce the packet loss for inter-DU LTM. 
Proposal 6: RAN2 consider both the solutions of single protocol and dual protocols for inter-DU LTM. 
· Single protocol: single protocol of one MAC entity and one set of RLC entities is associated to the serving cell from UE aspect.
· Dual Protocols: dual protocols with each protocol comprising one MAC entity and one set of RLC entities are associated to the source cell/DU and target cell/DU respectively from UE aspect. 


Annex
Simulation assumptions: UE is working on UMa@30GHz, Bandwidth: 80 MHz and the moving speed is 30km/h. 1000s simulation duration





HO attempt (FR2 30km/h) 

HO success	
Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	936	245	4232	822	HO fail	
Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	9	7	9	8	



HOF rate (FR2 30km/h) 

MR TX fail	Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	4.1999999999999997E-3	2.3800000000000002E-2	8.9999999999999998E-4	6.0000000000000001E-3	RAR RX fail	Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	4.1999999999999997E-3	0	8.9999999999999998E-4	2.3999999999999998E-3	HO complete TX fail	Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	1.1000000000000001E-3	0	2.0000000000000001E-4	1.1999999999999999E-3	RLF	Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	0	4.0000000000000001E-3	0	0	



Ping-pong rate  

Ping-pong rate	
Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	0.55769999999999997	0.1143	0.74080000000000001	0.55110000000000003	



average cell-level TOS (ms) 

average cell-level TOS (ms)	
Baseline_TTT0	Baseline_TTT160	LTM_TTT0	LTM_TTT80	1052.3599999999999	3915.9	234.56	1199.55	
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