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1	Introduction
[bookmark: _Ref178064866]In this paper we discuss the following objectives in the Rel-18 XR WID [1]:
	-	BSR enhancements including at least new BS Table(s); (RAN2);
-	Delay reporting of buffered data in uplink; (RAN2);



2	Discussion on BSR enhancements for XR
2.1 BSR enhancements
It has been identified and agreed that BSR enhancements are beneficial to address capacity and assist the scheduler to better meet the XR requirements. One of the aspects to enhance is the inaccuracy that large indexes in current specified BS tables introduce when the UE sends a BSR. Another of the aspect to enhance is about the timing information. The latter becomes relevant when services have tight timing requirements. Another third aspect is to review the current triggering mechanisms, evaluate whether they are sufficient or not, and possibly introduce new mechanisms which are more suitable to XR services.
These three aspects are elaborated in the following sections.
2.1.1	BS index inaccuracy and BS tables
The current BSR format reports an index which quantizes the buffer size. The index indicates that the UE buffer size is within two values, a maximum and a minimum value. The higher the index, the larger the quantification error. Previous evaluations have shown even up to 15-20% XR capacity increase when an accurate buffer status report is provided [2].
No need to mention that XR services will have to co-exist with the traditional services eMBB and voice which generate packet of a much smaller size than XR video. It is therefore, essential, that XR users which will typically be very “bitrate hungry” do not unnecessary take more resources than what they already need to meet their requirements. Then, even a few hundreds of bytes of inaccuracy in the BS index are already a considerable waste of resources when mixed traffic scenarios are considered. Simulation results using a mixed traffic scenario is shown in Figure 1.
It is recognized that video packet sizes vary and sizes depend on multiple factors, but it is ultimately dependant on the specific encoder the application is using. Video packet sizes may also vary over time to adjust to the image quality and to the link capacity. Therefore, it is reasonable to assume that there will be multiple and different packet size ranges. This is the first challenge to address. 

[bookmark: _Ref130989567][bookmark: _Toc131689558]Video packet sizes vary and are dependent on the specific encoder the application is using. Thus, it is expected that there will be multiple and different packet size ranges.

There are different ways to address this first main challenge. Yet, Observation 2 needs to be considered when developing and agreeing on a solution. That solution should be flexible enough to cover the various ranges. 
It has been suggested that multiple BSRs are indicated by the UE so that the total buffer size is the accumulated sum of all the indexes. Such solution does not seem to close the gap between the minimum and maximum value, since the gap will increase with the number of included BSRs. 
Another suggested solution is to provide a second BS information which would refine the value indicated in the legacy BS index. While this could work for some indexes it should be noted that the inaccuracies growth is exponential with increasing index values. Thus, this type of solution could work for low/mid-index, but not work well for the higher indexes. It should also be noted that the more accurate the buffer estimate is the higher the gain is, as is shown in simulation results (see Figure1). 
[bookmark: _Toc131689559]RAN2 should explore solutions which result in that difference between the minimum and maximum for the reported BS index is small.

Solutions as the ones above, which builds on reusing legacy BS tables, do not seem to fully solve the issue with inaccurate reporting and still increase complexity and signaling since each additional BSR would take 1-2 extra bytes in headers. It is not necessary to re-use functionality which is not suitable for the problem when this new solution would start from Release 18. Therefore, another simpler direction is to use dedicated BS tables that focuses on the specific buffer ranges covered by the current XR traffic served. 
The new BS tables or the parameters to build the tables can be indicated by the network or specified. There are different pros and cons with each of these solutions. If the new BS tables are specified in the standard, it may end up in a considerably large number of tables to be able to cover all size ranges with a small or even different inaccuracy levels. This path has a high probability of ending up with the UE building many times which may be simple, but still requires processing and memory. The drawback of having a limited set of tables is that new fixed tables in the standard are not future proof. Traffic requirements for new applications, both XR and other types of application, will change over time.
On the other hand, if the network provides the configuration so that the UE builds the BS table(s), the complexity comes into that the UE needs to build the table. Nonetheless, building of tables is a very infrequent event and depending on the frequency of such procedure the construction of tables can be done in a suitable simple fashion, i.e. constructing linear tables with additive steps. We assess this as a negligible complexity compared to all type of measurements and other L1 processing the UE has to do. Thus, this solution is both flexible and simplest overall. 
Simulation results for this solution is shown in Figure 1 where a number of table options are evaluated in a traffic scenario running both XR and eMBB traffic (XR using Rel17 traffic assumptions and eMBB consists of FTP file uploads). The graph shows that for a certain XR satisfaction level different volume of eMBB traffic can be served. When network get more exact information about the buffer size more precise grants can be provided and less padding will be sent in the system. This frees up resources that can be used for eMBB users. The ideal BSR case show the potential upper limit with highest possible reduction in padding. The better the BS table is configured, i.e. increased granularity for the range of the traffic and transmission sizes, the closer the results get to the upper limit. When the buffer size is outside the range of the new tables, legacy table is used. 
Three relevant conclusions can be obtained from these results: 1) the lower the inaccuracy (difference between minimum and maximum value for the index, the better performance 2) tables should be built fitting the traffic characteristics of the specific application, 3) multiple tables are needed as using legacy tables would limit the gains.

[image: ]
Figure 1: Showing the impact on XR capacity when increasing eMBB cell load using different BS tables. The BSR configurations compared; legacy Short BS table, two new linear tables with uniform step size (5 bits, 30 steps) covering different ranges and lastly an ideal BSR case which reports the exact buffer size.

A third solution is to have a mixture of the previous two. A number of tables or the mechanism to build fixed tables are specified and, in addition, the network can provide a configuration to build other BS tables customized for the specific traffic. Though, if the UE has the possibility to signal the configuration to build tables, there is not much benefit of having prebuilt tables in the standard. 
Considering the problem to address, as described above, and the complexity as well as the flexibility of all these solutions, we think that providing the parameters to the UE to build BS tables fulfils all the needs. It is simple, flexible, and addresses the problem at hand. It allows the network to choose the accuracy as well as the specific ranges to cover. 
[bookmark: _Toc131689560]New BS tables are built by the UE using the configuration provided by the network.

The network can provide simple configuration to the UE which could assist the UE to build the tables. For example, the minimum value, the maximum value, and the step size; or the minimum/maximum value, the step size, and the number of steps. Any of these combinations are sufficient to build linear tables. 
If 8 bits are used to build new tables, for instance, there can be up to 256 steps. If the network does not provide a configuration to have that number of indexes, the UE will simply not use the non-allocated numbers. 
[bookmark: _Toc131689561]The network provides for each BS table, the minimum/maximum BS values and the step size, or the minimum value, the number of steps, and the step size.
[bookmark: _Toc131689562]Signalling should allow configuring up to 8 tables.

These BS tables will then be associated to specific services i.e. to specific DRBs. Thus, the network will indicate for which LCIDs the new tables can be used. Since new BS tables will focus on specific ranges and not all possible buffer values, when a LCID triggers a buffer status report, the UE will choose the BS table and index which is most accurate to the buffer status. This also means that the UE will use legacy BSR procedure and tables when the UE buffer is outside the range of the new BS tables. This is obvious, as the buffer status changes over time when new data comes and when the UE transmits data. Thus, the UE should always be allowed to use a table to report the data which is in the buffer. 
[bookmark: _Toc131689563]The network can configure the LCIDs which can use the BS tables.
[bookmark: _Toc131689564]The UE uses the BS table which returns the buffer status index which is most accurate (lowest difference between min and max value for the given index).
[bookmark: _Toc131689565]The UE uses legacy BS tables and legacy BSR formats to report buffer sizes outside the new BS table range.
 
New BSR formats
Avoiding BSR overhead by utilizing short BSR may be relevant, especially since frequent BSR transmission may be beneficial (see 2.3 for triggering discussions). Further on, as is explained in this paper there are other pieces of information, e.g. delay information and PDU Set information, that may need to be fit in the BSR to cope with the needs of XR. Since a PDU set will be mapped to a logical channel, buffer and delay information can still be reported per logical channel or logical channel group. This would require new BSR formats to be introduced which should be decoupled to existing formats, e.g. short and long BSR formats.
[bookmark: _Toc131689566]New BSR format(s) are created.
[bookmark: _Toc131689567]Buffer status report should include the BS table index and buffer status index per LCG.

Triggering of BSR
Another aspect to discuss is the inter-operation between legacy BSRs and the new BSR reporting. We think that the inter-operation between these 2 BSRs is simple. If the UE is configured with additional tables, the UE always would use the table which will provide the most accurate buffer status information and uses the associated BSR format.
Legacy BSR triggering are considered suitable to meet the QoS requirements. However, it can be investigated if other triggers show additional benefits. On the other hand, XR traffic with high periodicity of data may still benefit from frequent BSR transmissions but this can be accommodated by configuration of frequent periodic BSR. These aspects need to be considered if new triggers are suggested. 
[bookmark: _Toc131689568]Current BSR triggering conditions are the baseline conditions for any new BSR.  

2.1.2	Delay reporting
During the Rel18 SI results were shown that adding delay information to the BSR could be beneficial for XR capacity by utilizing the information in a delay scheduler [2]. This led to the conclusion that some delay information should be reported coupled with buffer data [1]. A suitable place for this is in the BSR as it already contains the buffer size information. However none of the existing BSR formats can be used for this since there need to be extension of the delay information and thus a new MAC CE should be introduced.
[bookmark: _Toc131689569]The new BSR formats created should carry the delay information coupled with the buffer information

Claims have been made that only a single value of delay information should be enough to report. However, it can be shown in examples that reporting without any granularity on the time scale will not work well in all scenarios, e.g. when there are several PDU Sets at the same time in the buffer with different time left until deadline (see appendix A for detailed analysis of the time reporting scenarios). It is thus preferred that if delay reporting is introduced it is done on a more granular level than only reporting a single value. It should be noted that XR traffic has high latency requirement and thus data should not reside in the buffer for a long time or it will anyway be regarded as useless and discarded. It can thus be assumed that there should not be a need for a large number of delay values reported however the exact number can be decided at a later stage depending on the agreement of introducing a new MAC CE. Further as there may be multiple traffic flows with different delay requirements ongoing from a UE the delay reporting should be done per LCG where preferably only LCIDs with similar delay requirements are grouped. This granularity increases the overhead of the reporting and thus finding a solution that limits the overhead is preferred. It should be noted that reporting the exact delay value would create a lot of overhead and is thus not practical. 
[bookmark: _Toc131689570]Delay reporting is done by indicating bucket indexes similar as for the buffer status. 

Delay/latency reporting can instead be done in a similar fashion to the buffer size reporting procedure by reporting an index which would indicate a delay range. As for the BS solution above, these delay/latency tables can be configured by the network and indicated via RRC. In this way the granularity can be flexible around the most relevant parts, i.e. the lower indexes show smaller delay range in the table. If the delay table is configured according to the PSBD requirements of the traffic and the BSR format is created in a suitable way, there it not even a need to report any delay table index. The network could configure the minimum and maximum delay and the steps. For example, a minimum value of 0 and maximum value of 40 ms with 4 steps, would return 4 indexes indication one of them indicating from 0 to <10 ms, another from 10 to <20 ms, and so on. The UE would report the buffer size in each of these latency/delay buckets. Latency/delay buckets could indicate queued time, for instance.
[bookmark: _Toc131689571]The network can configure the delay/latency tables similarly as for the buffer status. 
[bookmark: _Toc131689572]The UE reports the buffer status which is in each of the delay/latency buckets.

There are mainly two options of the delay information that has been discussed, either consisting of the delay left until PDB/PSDB expires or the waiting time (i.e. time spent in buffer). Delay left is the most useful metric for the scheduler but not necessarily the metric that should be reported. Both waiting time or delay left should work as a reporting solution, either UE can calculate the delay left if it gets knowledge of the delay target or the delay left can be calculated in the network if it gets knowledge about the waiting time. Since waiting time is a more generally applicable metric useful also for other services that doesn’t apply as critical PSDB requirements there are benefits for selecting such reporting metric. 
[bookmark: _Toc131689573]Delay reporting would represent the waiting time for the PDU set since the first packet of the PDU set arrived to the UE buffer.

[bookmark: _Toc70424553][bookmark: _Ref189046994]3 Conclusion
In the previous sections we made the following observations: 
Observation 1	Video packet sizes vary and are dependent on the specific encoder the application is using. Thus, it is expected that there will be multiple and different packet size ranges.
Observation 2	RAN2 should explore solutions which result in that difference between the minimum and maximum for the reported BS index is small.

Based on the discussion in the previous sections we propose the following:
Proposal 1	New BS tables are built by the UE using the configuration provided by the network.
Proposal 2	The network provides for each BS table, the minimum/maximum BS values and the step size, or the minimum value, the number of steps, and the step size.
Proposal 3	Signalling should allow configuring up to 8 tables.
Proposal 4	The network can configure the LCIDs which can use the BS tables.
Proposal 5	The UE uses the BS table which returns the buffer status index which is most accurate (lowest difference between min and max value for the given index).
Proposal 6	The UE uses legacy BS tables and legacy BSR formats to report buffer sizes outside the new BS table range.
Proposal 7	New BSR format(s) are created.
Proposal 8	Buffer status report should include the BS table index and buffer status index per LCG.
Proposal 9	Current BSR triggering conditions are the baseline conditions for any new BSR.
Proposal 10	The new BSR formats created should carry the delay information coupled with the buffer information
Proposal 11	Delay reporting is done by indicating bucket indexes similar as for the buffer status.
Proposal 12	The network can configure the delay/latency tables similarly as for the buffer status.
Proposal 13	The UE reports the buffer status which is in each of the delay/latency buckets.
Proposal 14	Delay reporting would represent the waiting time for the PDU set since the first packet of the PDU set arrived to the UE buffer.
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Appendix A
Shown in this appendix is a number of examples on how different delay information will possibly impact the scheduling. The scenarios use only two UEs with different traffic arrival. The packet delay requirement (PDB) and traffic periodicity changes between scenarios. Different solution for delay information reporting is utilized in the different scenarios. For simplicity constant bitrates is assumed, i.e. the same amount of resources is scheduled every time slot.

Scenario 1, PDB=2: No delay information
[image: Graphical user interface, application

Description automatically generated]

Scheduling taking place at t=2 is not optimal since no delay information is available (a round robin scheme is utilized).


Scenario 1, PDB=2: Single value delay information
[image: ]
Scheduling with delay information make it possible for the scheduler to utilize delay scheduling and make the correct decision in t=2.

Scenario 2, PDB=3: No delay information
[image: Graphical user interface, application

Description automatically generated]
In a more complicated scenario (e.g. higher periodicity, jitter, congestion) multiple packets simultaneously will exist in the buffer and without delay information more packets risk to miss the deadline target.


Scenario 2, PDB=3: Single delay information
[image: Graphical user interface

Description automatically generated]
With a single delay value reported the scheduler can improve the situation also in the complicated scenario but still risk to make the incorrect decision (t=4) since it doesn’t know that the packets belonging to another PDU Set should belong in a different delay bucket.

Scenario 2, PDB=3: Delay buckets
[image: Graphical user interface

Description automatically generated]
With a delay bucket solution the scheduler can get the delay granularity to take the optimal decision at all time instances.
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