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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1], with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The study will serve to identify what is required for an adequate AI/ML model characterization and description establishing pertinent notation for discussions and subsequent evaluations. Various levels of collaboration between the gNB and UE are identified and considered. Specification impact will be assessed to improve the overall understanding of what would be required to enable AI/ML techniques for the air interface.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in [1,2] relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

The SI further defines responsibility for different WGs for accessing potential specification impacts [1,2], whereas the RAN2 study access protocols aspects of the potential specification impacts, as mentioned below:
1) […]
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level-specific specification impact per use case 

Note that many of the RAN1 discussions are still in progress. RAN2 study starts with the progress that has been made in RAN1#109-e [3], RAN1#110 [4], RAN1#110-bis [5], and RAN1#111 [6] on
· General principles
· A working list of terminologies
· Network-UE collaboration levels
· Model selection, activation, deactivation, switching, and fallback
· Model monitoring, and others

In RAN2#119bis-emeeting [7], and RAN2#120 [8], RAN2 made initial agreements on 
· Organization aspects,
· Assumptions on supported model types 
· The assumption on method for identifying the model
· Assumptions on model delivery methods 

In this contribution, we will discuss different aspects for model transfer/delivery methods.   
2. Protocols design aspects 
As described in the SID [1, 2], RAN2 should access protocol-related specification impact considering the progress in RAN1 as the reference. In this contribution paper, we will take RAN1 agreements (in RAN1#109-e, RAN1#110, RAN1#110bis, RAN1#111, and RAN1#112) and RAN2 agreements (in RAN2#119bis-e, RAN2#120, and RAN2#121) meeting agreements to discuss different aspects of Model transfer/delivery method. 
2.1 	AI/ML model transfer/delivery methods 
In the RAN2#121 meeting [10], RAN2 agreed that RAN2 aims to at least analyze the feasibility and benefits of model/transfer solutions based on the following: 
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signaling. 
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signaling. 
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signaling. 
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data. 
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data. 
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data. 
· Solution 4: Server (e.g. OAM, OTT) can transfer/deliver AI/ML model(s) to UE (e.g. transparent to 3GPP).  

Note that solution 4 includes model delivery/transfer methods with and without 3GPP signaling impacts. While model delivery/transfer from the server (OAM) to the UE may have 3GPP signaling impacts, model delivery/transfer from the server (OTT) to the UE is transparent to the 3GPP network. Furthermore, note that model transfer/delivery from the OTT server to the UE should be supported as the baseline.

Observation 1: Model delivery from OAM to the UE may have 3GPP signaling impacts while model delivery from the OTT server to the UE may not have 3GPP signaling impacts.

Proposal 1: For the current solution 4, RAN2 should separately analyze model delivery/transfer from OAM to the UE and model delivery from the OTT server to the UE. Therefore, for solution 4, RAN2 should consider,
· Solution 4a: Server (e.g., OAM) can transfer/deliver AI/ML model(s) to UE
· Solution 4b: Server (e.g., OTT) can transfer/deliver AI/ML model(s) to UE (e.g., transparent to 3GPP)

Proposal 2: Consider solution 4b as the baseline model delivery and supported by default. 
2.2	AI/ML model transfer/delivery pros and cons
In the RAN2#121 meeting [10], RAN2 endorsed a table in [12] as the starting point for continued discussion. RAN2 further agreed that some part of the table does not have consensus, e.g., delta configuration. Please see the endorsed table in [12] below for reference

	Model delivery/transfer methods
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as a baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic



Observation 2: For solution 1a, the pros argument “Additional security and verification may not be necessary as the UE already established security before the transfer is initiated” is not correct. The UE establishes transport security before existing SRB2/SRB4 is established, however, it does not provide security for model transfer, i.e., only an authorized user receives a model.

Proposal 2: Remove “Additional security and verification may not be necessary as the UE already established security before the transfer is initiated” from Pros of Solution 1a.

Observation 3: For solution 1a, the pros argument “gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution” is not a pro but rather cons. Because of this, the mobility delivery/transfer during the mobility cannot be supported.

Proposal 3: Include “gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP-based solution” as cons of solution 1a.

Observation 4: If the meta info contains the information about delta model delivery/transfer, delta model delivery can be supported for solution 2b.

Proposal 4: Remove “May be unable to support delta-model transfer/delivery based on current user plane framework” from the cons of solution 2b.

In RAN2#119bis-e meeting [8], RAN2 agreed that R2 assumes that from a Management or Control point of view mainly some meta info about a model may need to be known. For model development, for example, CSF use case, there may be some coordination required for UE-side and network-side model training, however, it does not have to do anything with model transfer/delivery. The meta info available at the gNB should be sufficient for model management and control. There is no further coordination required between the UE vendor and the network vendor.

Note that RAN4 is defining the model performance requirements. A model implementation needs to meet RAN4-defined performance requirements irrespective of the model implementations. Note that the standard will not be dictating the model implementation rather it will be defining the performance requirements. A model developer (UE side or network side training) may come up with different models or different implementations of the model to meet the performance requirements. 

Observation 5: For model development, for example, CSF use case, there may be some coordination required for UE-side and network-side model training, however, it does not have to do anything with model transfer/delivery. The meta info available at the gNB should be sufficient for model management and control.

Observation 6: The standard will/should not dictate the model implementation rather it will/should define the performance requirements. RAN4 will define the model performance requirements for use cases, which should be satisfied by all model implementations. 

Proposal 5: remove the following from the cons of solution 4,
“There may be inter-operability issues, such as:
a) Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b) Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case”

Note that in the 5G cellular network, the 5G QoS identifier (5QI) is assigned for the prioritization of user traffic based on the QoS requirement. If the model is delivered over the top and the 5G cellular network is unaware of the model delivery, it will be treated as low-priority user traffic. Therefore the argument that model delivery can block or negatively impact delay-sensitive user traffic is not correct. 

Observation 7:  The 5G QoS identifier (5QI) is assigned for the prioritization of user traffic based on the QoS requirement in the 5G cellular network. Therefore, the argument “When the network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic” is not correct.

Proposal 6: Remove “When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic” from the cons of proposal 4.
3. Conclusion 
Observation 1: Model delivery from OAM to the UE may have 3GPP signaling impacts while model delivery from the OTT server to the UE may not have 3GPP signaling impacts.

Proposal 1: For the current solution 4, RAN2 should separately analyze model delivery/transfer from OAM to the UE and model delivery from the OTT server to the UE. Therefore, for solution 4, RAN2 should consider,
· Solution 4a: Server (e.g., OAM) can transfer/deliver AI/ML model(s) to UE
· Solution 4b: Server (e.g., OTT) can transfer/deliver AI/ML model(s) to UE (e.g., transparent to 3GPP)

Proposal 2: Consider solution 4b as the baseline model delivery and supported by default. 

Observation 2: For solution 1a, the pros argument “Additional security and verification may not be necessary as the UE already established security before the transfer is initiated” is not correct. The UE establishes transport security before existing SRB2/SRB4 is established, however, it does not provide security for model transfer, i.e., only an authorized user receives a model.

Proposal 2: Remove “Additional security and verification may not be necessary as the UE already established security before the transfer is initiated” from Pros of solution 1a.

Observation 3: For solution 1a, the pros argument “gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution” is not a pro but rather cons. Because of this, the mobility delivery/transfer during the mobility cannot be supported.

Proposal 3: Include “gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP-based solution” as cons of solution 1a.

Observation 4: If the meta info contains the information about delta model delivery/transfer, delta model delivery can be supported for solution 2b.

Proposal 4: Remove “May be unable to support delta-model transfer/delivery based on current user plane framework” from the cons of solution 2b.

Observation 5: For model development, for example, CSF use case, there may be some coordination required for UE-side and network-side model training, however, it does not have to do anything with model transfer/delivery. The meta info available at the gNB should be sufficient for model management and control.

Observation 6: The standard will/should not dictate the model implementation rather it will/should define the performance requirements. RAN4 will define the model performance requirements for use cases, which should be satisfied by all model implementations. 

Proposal 5: remove the following from the cons of solution 4,
“There may be inter-operability issues, such as:
a) Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b) Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case”

Observation 7:  The 5G QoS identifier (5QI) is assigned for the prioritization of user traffic based on the QoS requirement in the 5G cellular network. Therefore, the argument “When the network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic” is not correct.

Proposal 6: Remove “When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic” from the cons of proposal 4.
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