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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1], with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The study will serve to identify what is required for an adequate AI/ML model characterization and description establishing pertinent notation for discussions and subsequent evaluations. Various levels of collaboration between the gNB and UE are identified and considered. Specification impact will be assessed to improve the overall understanding of what would be required to enable AI/ML techniques for the air interface.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in [1,2] relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

The SI further defines responsibility for different WGs for accessing potential specification impacts [1,2], whereas the RAN2 study access protocols aspects of the potential specification impacts, as mentioned below:
1) […]
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level-specific specification impact per use case 

Note that many of the RAN1 discussions are still in progress. RAN2 study starts with the progress that has been made in RAN1#109-e [3], RAN1#110 [4], RAN1#110-bis [5], and RAN1#111 [6] on
· General principles
· A working list of terminologies
· Network-UE collaboration levels
· Model selection, activation, deactivation, switching, and fallback
· Model monitoring, and others

In RAN2#119bis-emeeting [7], and RAN2#120 [8], RAN2 made initial agreements on 
· Organization aspects,
· Assumptions on supported model types 
· The assumption on method for identifying the model
· Assumptions on model delivery methods 

In this contribution, we will discuss different aspects of data collection.   
2. Protocols design aspects 
As described in the SID [1, 2], RAN2 should access protocol-related specification impact considering the progress in RAN1 as the reference. In this contribution paper, we will take RAN1 agreements (in RAN1#109-e, RAN1#110, RAN1#110bis, RAN1#111, and RAN1#112) and RAN2 agreements (in RAN2#119bis-e, RAN2#120, and RAN2#121) meeting agreements to discuss different aspects of data collection for AI/ML life Cycle Managements (LCMs). 
2.1	Data collection for model training, inference, update, monitoring, and switching 
In RAN1#110bis-emeeting [5], RAN1 concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements, and potential specification impact. 

Observation 1: In RAN1#110bis-emeeting [5], RAN1 concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. 

In the RAN2#121 meeting [10], RAN2 endorsed the following,
· RAN2 loosely endorsed proposal outcomes of the post-RAN2 #120 email discussion in R2-2301440
· RAN2 endorsed the table in R2-2302286 as the starting point.

During the email discussion [11] and RAN2#121 [10], companies showed interest in separately analyzing data collection requirements and solutions for different LCM purposes.

Observation 2: RAN2 to separately analyze the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted (proposal 3 [10]).

Observation 3: Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose.
2.1.1	Data collection for offline model training 
For each sub-use case, RAN1 may define data collection requirements based on nominal inputs and outputs of the sub-use case. However, the actual inputs/outputs to/from the models used at the device may be different from the nominal inputs and outputs. For example, a model at UE may take auxiliary inputs such as SNR, Doppler, sensor measurements, etc. that do not need to be standardized. As another example, a model at UE may use pre-processing and post-processing that may make the actual input/output to/from the model different from the nominal ones. What should be the actual inputs and outputs of a model is an implementation-specific decision per device/chipset development and cannot be pre-determined/standardized.

Observation 4: The actual inputs/outputs to/from the models used at the device may be different from the nominal inputs and outputs by RAN1. For example, a model at UE may take auxiliary inputs such as SNR, Doppler, sensor measurements, etc. that do not need to be standardized.

Note that the existing control plane based data collection frameworks such as MDT, UE assistance information, early idle/inactive measurements, RRM measurement reports, and CSI reporting framework, support the collection of standardized data only after the feature is deployed. However, for an AI/ML model or feature to be deployed in the network, the first step is to collect data for the development of models. During the development of the model for an AI/ML feature using offline training, the required input, their normalization, and other properties of the data may not be well defined. Therefore, the existing control plane-based methods have the following limitations that make them not suitable for data collection for offline model training 
· Data cannot be collected until the feature is deployed (e.g., a Rel X feature is deployed in the Rel X+2+ timeframe)
· Collection of non-standardized data is not supported (e.g., separate models may be developed for different conditions. For which data does not need to be standardized).
 
Observation 5: The existing control plane-based methods have the following limitations that make them not suitable for data collection for offline model training 
· Data cannot be collected until the feature is deployed (e.g., a Rel X feature is deployed in the Rel X+ timeframe)
· Collection of non-standardized data is not supported (e.g., separate models may be developed for different conditions. For which data does not need to be standardized).

In the RAN2#121 meeting [10], RAN2 agreed that R2 may consider including the existing EVEX for this SI. Note that in eNA_Ph2 in Rel-17 [13], SA2 has defined data collection procedures, Event Exposer (EVEX), from UE to NWDAF. This data collection framework is defined for collecting data from the UE Application(s) for analytics generation and ML model training. The NWDAF may interact with an AF and trigger the AF to collect data from the UE application. The information that the UE shares with AF are subject to the user's consent, enabling the framework for user privacy.  This solution is based on UE data reporting defined by SA4 [14]. In our understanding, the EVEX framework can be reused for collecting RAN AI/ML data for offline model training. This data collection framework supports the collection of the RAN AI/ML data for offline training without standardizing the data.

Observation 6: In the RAN2#121 meeting [10], RAN2 agreed that R2 may consider including the existing EVEX for this SI, FFS exactly what this means, can discuss next meeting.

Observation 7: The existing EVEX framework for collecting the data from UE Application(s) (via the UE-resident Direct Data Collection Client) by the Data Collection AF supports the collection of the RAN AI/ML data for offline model training without the need for standardizing the data.

Proposal 1: Include the EVEX for RAN data collection for offline model training, capturing the following details  

	Data collection method
	Involved Network Entity
	RRC state to Generate Data
	Max payload size per reporting
	Contents to be collected

	End-to-End report latency
	Report type

	Security and Privacy


	EVEX
	DCAF/ASP
	RRC_IDLE, RRC_INACTIVE, RRC_CONNECTED
	All report size
	Application layer data, 
Other UE measurements 

	Forwarding latency between UE and DCAF
	Over user plane

	User plane security,
Privacy via user consent 




In our understanding, RAN2 can collaborate with SA2 and SA4 to re-adjust the existing data collection framework for collecting the data from UE Application(s) and Data Collection AF via the Event Exposure (EVEX) framework for RAN AI/ML data for offline training. The general framework for the user plane solution is that:
1. Via SLA with the ASP, operators can configure the DCAF with instructions that control the procedures of permissible UE data collection and permissible event exposure by the DCAF of its collected UE data to event consumers (e.g., NWDAF or ASP).
1. UE is also provisioned regarding the allowed/exposed data by Application Service Provider (ASP).
1. When ASP sends the data collection request to DCAF, DCAF will determine whether the requested parameters are allowed to be collected or not.
1. UE reports the allowed/requested parameters as defined in 2 and 3 to DCAF via the user plane connection (using HTTPS).
1. DCAF reports data to ASP.

Proposal 2: RAN2 can collaborate with SA2 and SA4 to re-adjust, as necessary, the existing data collection framework for collecting the data from UE Application(s) and Event Exposure (EVEX) mechanism for RAN AI/ML data for offline training. The general framework for the user plane solution is that:
1. Via SLA with the ASP, operators can configure the DCAF with instructions that control the procedures of permissible UE data collection and permissible event exposure by the DCAF of its collected UE data to event consumers (e.g., NWDAF or ASP).
2. UE is also provisioned regarding the allowed/exposed data by Application Service Provider (ASP).
3. When ASP sends the data collection request to DCAF, DCAF will determine whether the requested parameters are allowed to be collected or not.
4. UE reports the allowed/requested parameters as defined in 2 and 3 to DCAF via the user plane connection (using HTTPS).
5. DCAF reports data to ASP.

Proposal 3: RAN2 is requested to approve the attached LS in APPENDIX A to assess whether the described procedures can be adjusted to also support RAN data collection.
2.1.2	Data collection for model inference, real-time monitoring, and switching  
Note that during model inference, real-time monitoring, and switching data properties need to be well-defined, such that UEs can cross-verify the properties of inference and monitoring data during the AI/ML-based operations. During real-time operations, the required data for inference, switching, or real-time monitoring need to be made available by a certain deadline. However, data collection, reporting, and processing are much harder to achieve on a tight deadline. Therefore, requirements for data collection for inference, real-time monitoring, and switching need to be evaluated case-by-case.  
Observation 8: The requirement for data collection for model inference, real-time monitoring, and switching needs to be evaluated and justified first by each use case.

Proposal 4: Wait for RAN1 to evaluate the requirement for data collection for model inference, real-time monitoring, and switching.
3. Conclusion 
Observation 1: In RAN1#110bis-emeeting [5], RAN1 concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. 

Observation 2: RAN2 to separately analyze the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted (proposal 3 [10]).

Observation 3: Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose.

Observation 4: The actual inputs/outputs to/from the models used at the device may be different from the nominal inputs and outputs by RAN1. For example, a model at UE may take auxiliary inputs such as SNR, Doppler, sensor measurements, etc. that do not need to be standardized.

Observation 5: The existing control plane-based methods have the following limitations that make them not suitable for data collection for offline model training 
· Data cannot be collected until the feature is deployed (e.g., a Rel X feature is deployed in the Rel X+ timeframe)
· Collection of non-standardized data is not supported (e.g., separate models may be developed for different conditions. For which data does not need to be standardized).
Observation 6: In the RAN2#121 meeting [10], RAN2 agreed that R2 may consider including the existing EVEX for this SI, FFS exactly what this means, can discuss next meeting.

Observation 7: The existing EVEX framework for collecting the data from UE Application(s) (via the UE-resident Direct Data Collection Client) by the Data Collection AF supports the collection of the RAN AI/ML data for offline model training without the need for standardizing the data.

Proposal 1: Include the EVEX for RAN data collection for offline model training, capturing the following details  
	Data collection method
	Involved Network Entity
	RRC state to Generate Data
	Max payload size per reporting
	Contents to be collected

	End-to-End report latency
	Report type

	Security and Privacy


	EVEX
	DCAF/ASP
	RRC_IDLE, RRC_INACTIVE, RRC_CONNECTED
	All report size
	Application layer data, 
Other UE measurements 

	Forwarding latency between UE and DCAF
	Over user plane

	User plane security,
Privacy via user consent 




Proposal 2: RAN2 can collaborate with SA2 and SA4 to re-adjust, as necessary, the existing data collection framework for collecting the data from UE Application(s) and Event Exposure (EVEX) mechanism for RAN AI/ML data for offline training. The general framework for the user plane solution is that:
6. Via SLA with the ASP, operators can configure the DCAF with instructions that control the procedures of permissible UE data collection and permissible event exposure by the DCAF of its collected UE data to event consumers (e.g., NWDAF or ASP).
7. UE is also provisioned regarding the allowed/exposed data by Application Service Provider (ASP).
8. When ASP sends the data collection request to DCAF, DCAF will determine whether the requested parameters are allowed to be collected or not.
9. UE reports the allowed/requested parameters as defined in 2 and 3 to DCAF via the user plane connection (using HTTPS).
10. DCAF reports data to ASP.

Proposal 3: RAN2 is requested to approve the attached LS in APPENDIX A to assess whether the described procedures can be adjusted to also support RAN data collection.

Observation 8: The requirement for data collection for model inference, real-time monitoring, and switching needs to be evaluated and justified first by each use case.

Proposal 4: Wait for RAN1 to evaluate the requirement for data collection for model inference, real-time monitoring, and switching.
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Overall description
In RAN1#110-bis meeting, RAN1 made the following conclusion, 

Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
RAN2 believes that SA2 supports a data collection procedure from UE to NWDAF in eNA_ph2 in Rel-17 defined in TS 23.288. This solution is based on UE reporting defined by SA4 in 5GMS AF Event Exposure (EVEX) regarding data collection from UE to the application layer. 

RAN2 further believes that the aforementioned data collection procedure supports the data collection without the need for standardizing the data. During the model development, when training data is not well defined, RAN2 believes that the existing data collection framework for collecting the data from UE Application(s) and Data Collection AF via the Event Exposure (EVEX) framework can be re-adjusted for RAN AI/ML data for offline training. The general framework for the user plane solution is that:
1. Via SLA with the ASP, operators can configure the DCAF with instructions that control the procedures of permissible UE data collection and permissible event exposure by the DCAF of its collected UE data to event consumers (e.g., NWDAF or ASP).
2. UE is also provisioned regarding the allowed/exposed data by Application Service Provider (ASP).
3. When ASP sends the data collection request to DCAF, DCAF will determine whether the requested parameters are allowed to be collected or not.
4. UE reports the allowed/requested parameters as defined in 2 and 3 to DCAF via the user plane connection (using HTTPS).
5. DCAF reports data to ASP.

RAN2 requests SA2 and SA4 views on whether the described procedures can be adjusted to support the collection of RAN AI/ML data for offline training. 
Actions
To: 3GPP SA2 and SA4
ACTION: 	Please provide feedback on the above discussion and an evaluation of whether the existing data collection framework for collecting the UE Application data can be adjusted for RAN AI/ML data for offline model training. 
Dates of next TSG RAN WG 2 meetings
RAN2#121-bis                  17th April – 26th April 2023 	e-meeting
RAN2#122                        22nd May – 26th May 2023 	Incheon, KR

