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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1], with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The study will serve to identify what is required for an adequate AI/ML model characterization and description establishing pertinent notation for discussions and subsequent evaluations. Various levels of collaboration between the gNB and UE are identified and considered. Specification impact will be assessed to improve the overall understanding of what would be required to enable AI/ML techniques for the air interface.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in [1,2] relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

The SI further defines responsibility for different WGs for accessing potential specification impacts [1,2], whereas the RAN2 study access protocols aspects of the potential specification impacts, as mentioned below:
1) […]
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level-specific specification impact per use case 

Note that many of the RAN1 discussions are still in progress. RAN2 study starts with the progress that has been made in RAN1#109-e [3], RAN1#110 [4], RAN1#110-bis [5], and RAN1#111 [6] on
· General principles
· A working list of terminologies
· Network-UE collaboration levels
· Model selection, activation, deactivation, switching, and fallback
· Model monitoring, and others

In RAN2#119bis-emeeting [7], and RAN2#120 [8], RAN2 made initial agreements on 
· Organization aspects,
· Assumptions on supported model types 
· The assumption on method for identifying the model
· Assumptions on model delivery methods 

In this contribution, we will discuss potential architecture (allocation of functionality to entities), and information relevant for model identification and management (i.e., what information should be part of model ID for model identification, and what information should be part of meta information for model management and control). 
2. Protocols design aspects (Architecture General)
As described in the SID [1, 2], RAN2 should access protocol-related specification impact considering the progress in RAN1 as the reference. In this contribution paper, we will take RAN1 agreements (in RAN1#109-e, RAN1#110, RAN1#110bis, RAN1#111, and RAN1#112) and RAN2 agreements (in RAN2#119bis-e, RAN2#120, and RAN2#121) meeting agreements to discuss potential architecture, framework, signaling, and procedural aspects. In the contribution paper, we discuss the following, 
1. Distinguish information required for model identification and model management (in meta info), and
2. Functional blocks and their mapping 
2.1 Distinguish information required for model identification and model management (in meta info)
In our understanding, some information may be required for model identification and some other information may be required for model management and control purposes. 
· Model identification, such as an ID, and 
· Model management and control purpose, such as applicable conditions, etc.

Observation 1: Information is required for
· Model identification, such as an ID, and 
· Model management and control purpose, such as applicable conditions, etc.

In RAN2#119bis [8] and RAN2#121 [10] meetings, RAN2 discussed model identification and meta info. RAN2 made the following agreements in these meetings,
Observation 2: In RAN2#119bis-e meeting [8], RAN2 agreed that R2 assumes that a model is identified by a model ID. Its usage is FFS.
Observation 3: In the RAN2#121 meeting [10], RAN2 agreed that RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified.
Observation 4: In RAN2#119bis-e meeting [8], RAN2 agreed that R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
As agreed in RAN2#119bis-emeeting [8], the metta information should have relevant information for model management and control purposes. Note that information, such as UE vendor information, network vendor information, applicable conditions, performance indicator, etc. are relevant for the model management and control purpose. Therefore, they should be part of meta info.

Proposal 1: Information such as UE vendor info., network vendor info., applicable conditions, model performance indicators, etc. are required for model management and control, and should be part of meta information. 
2.2 Functional blocks and their mapping 

In the RAN1#112 meeting [7], RAN1 made the following agreements 
-----------------------------------------
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary

Based on the RAN1#112 agreement, the training and model storage may happen at different places. For example, the training may happen on the UE side (e.g., UE vendor, etc.) while the model can be stored on the network side. Therefore, model training and model storage can be two separate functional blocks. Similarly, the training can happen at a different network entity compared to where training data is collected. Therefore, a separate functional block for “data collection” is required. Overall, in our understanding, the general AI/ML framework should consist of the following functional blocks,
· Data Collection: A functional block that is responsible for the collection of the measurements/data for various purposes of life cycle management (LCM). 
· Model Training: A functional block that is responsible for performing model training (including model training, validation, and testing). 
· Model Management: A functional block that is responsible for performing model management. This function block performs model monitoring and selection. Based on the model monitoring and selection, the model management entity may provide model inference or training control signaling. An inference control signal may include the activate, deactivate, switch, and fallback indications. A training control signal may include retrain or update indication.
· Model Inference: A functional block that is responsible for performing model inference. This functional block performs inference based on inference data. Note that for the existing RAN1 use case, the inference result is consumed locally, i.e., configurations or policies are not sent to other network entities. 
· Model Storage: This functional block stores the model after model training/update is performed. The trained or updated model can be converted into the appropriate format and stored at the model storage. 

Proposal 2: The general AI/ML framework should consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.

The below figure represents different required functional blocks and signaling/procedures required between two functional blocks.
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Figure 1. AI/ML functional architecture 

Proposal 3: RAN2 should consider the general AI/ML functional architecture in Figure 1 as the baseline.  

In the RAN2#120 meeting [9], the chair noted that it is allowed to discuss/determine that functionality can be done outside 3GPP, e.g., at the OTT server. Furthermore, note that for the existing RAN1 use cases, one functional block can be mapped to one or more entities (e.g., UE, gNB, CN, OTT server, Application Service Provider (ASP), etc). 
 
Observation 5: Chair: It is allowed to discuss/determine that functionality can be done outside 3GPP system scope, i.e. OTT server. NO agreement for now on the specifics due to long discussion.

Proposal 4: Function blocks can be mapped to entities, such as OTT servers, Application Functions (inside/outside the 3GPP network), and Application Service Providers (ASPs) (inside/outside the 3GPP network).

Observation 6: For the existing RAN1 use cases, one functional block can be mapped to one or more entities (e.g., UE, gNB, CN, OTT server, Application Service Provider (ASP), etc).

Proposal 5: As a functional block may map to many entities (UE, RAN node, CN node, OTT server, etc.), RAN2 should avoid spending further time on functional blocks and their mapping.
3. Conclusion 
Observation 1: Information is required for
· Model identification, such as an ID, and 
· Model management and control purpose, such as applicable conditions, etc.

Observation 2: In RAN2#119bis-e meeting [8], RAN2 agreed that R2 assumes that a model is identified by a model ID. Its usage is FFS.

Observation 3: In the RAN2#121 meeting [10], RAN2 agreed that RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified.

Observation 4: In RAN2#119bis-e meeting [8], RAN2 agreed that R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

Proposal 1: Information such as UE vendor info., network vendor info., applicable conditions, model performance indicators, etc. are required for model management and control, and should be part of meta information. 

Proposal 2: The general AI/ML framework should consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.

Proposal 3: RAN2 should consider the general AI/ML functional architecture in Figure 1 as the baseline.  

Observation 5: Chair: It is allowed to discuss/determine that functionality can be done outside 3GPP system scope, i.e. OTT server. NO agreement for now on the specifics due to long discussion.

Proposal 4: Function blocks can be mapped to entities, such as OTT servers, Application Functions (inside/outside the 3GPP network), and Application Service Providers (ASPs) (inside/outside the 3GPP network).

Observation 6: For the existing RAN1 use cases, one functional block can be mapped to one or more entities (e.g., UE, gNB, CN, OTT server, Application Service Provider (ASP), etc).

Proposal 5: As a functional block may map to many entities (UE, RAN node, CN node, OTT server, etc.), RAN2 should avoid spending further time on functional blocks and their mapping.
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