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Introduction
A new study item (SI) on artificial intelligence/machine learning (AI/ML) for NR air interface has been approved in RAN #94 [1]. 
The SI as one of the objectives, focus on characterizing and describing what is necessary for an adequate AI/ML model characterization and description, setting up relevant notation for discussions and later evaluations. Different gNB and UE degrees of cooperation are identified and taken into consideration. During this SI, to better comprehend what would be needed to enable AI/ML techniques for the air interface, the impact on specifications will be evaluated.  In addition to this, the SI will investigate the advantages of improving the air interface with features that support AI/ML-based algorithms better to increase performance and/or decrease complexity and overhead.  Through studying selective use-cases carefully, common AI/ML framework, including functional requirements of AI/ML architecture, which may be used in the future will be identified. The research ought to pinpoint areas where AI/ML could enhance the functionality and performance of air-interface functions.
The SI description related to RAN2 is summarized as follows.1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation, and test for the selected use cases.
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback.
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1. 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


Based on the progress in RAN2#119b-e [2], following high-level agreements were made with FFS on model identification: 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

In this contribution, we further discuss RAN2 aspects on AI/ML capability exchange between the UE and network considering latest RAN1 and RAN2 agreements on the following topics:
•	AI/ML Model LCM 
•	AI/ML Capability Exchange  
Discussion
In RAN2#119bis-e meeting, RAN2 briefly discussed UE capability and agreed the following [2]:  
	1. 8.16.1	Organizational
 -	Assume that e.g., for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capabilities has a role in this. 



Observation 1: The relevance of UE capabilities and its role in supporting AI/ML LCM operations will be discussed by RAN2.
AI/ML capability exchange between the UE and the network will help in various aspects of model LCM and model delivery. It will be essential to support both specific and generic use-cases and functionality. The AI/ML capability information will also help the UE and network to manage model behavior in terms of (de)-activation, switching, update, and fallback etc. Therefore, the AI/ML capability exchange between the UE and the network needs to be introduced. 
Observation 2: AI/ML capability reporting between the UE and the network is essential for efficiently conducting AI/ML model LCM procedure and model delivery.
Proposal 1: RAN2 to define and discuss AI/ML capability reporting between the UE and the network.
For AI/ML model LCM and delivery/update purpose, the UE may report its AI/ML capability to the network for model (de) activation, switching, fall back procedure. It is worth noting that a UE may have the capability to support AI/ML operations and model LCM which may be fixed but its ability at different times to support AI/ML model or associated functionality and meet related performance KPIs maybe different depending on device performance KPIs such as live run-time capabilities, environment, device type, use-case, scenario, device computation usage, power-consumption, antenna configuration etc. The AI/ML model must adapt to the dynamic run-time capabilities of the UE such as RF and Power/resource consumption status etc. that exist at the UE. Also, the UE may need to optimize its hardware and software resources to support various models and their functions associated to intended use-cases. Such optimizations are critical to consistently meet model and device performance KPIs. 
Proposal 2: RAN2 to define and discuss fixed and run-time variable AI/ML capability information reporting between the UE and the network.
Proposal 3: The details and granularity (e.g., power consumption, computation capacity etc.) related to run-time variable AI/ML capability information may be discussed in the normative phase.
In RAN2#120 meeting, RAN2 agreed the use of a model-ID-based identification to identify a model (or models) in LCM procedures including a model delivery [3]:
	R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 



RAN1#110b [4] and RAN1#111[5] made the following agreements regarding model-ID and functionality-based LCM. 

	Agreement RAN1#110b
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality-based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement RAN1#111
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality.
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs



As shown in the above agreements, the two approaches for AI/ML model Life Cycle Management (LCM) have been identified so far in the 3GPP RAN-1/2 discussions namely Model-ID based LCM and the Model functionality-based LCM.

In Model-ID based LCM, in this case the AI/ML functionality and the associated model is identified by an explicit model ID. Here, model ID mapped to an AI/ML model or algorithm. Thus, the UE may report capability by including model ID for the supported models to the gNB. With this information, the gNB may provide the corresponding LCM assistance utilizing model ID. For transferring the model, model ID may be used to download or upload a target/selected model.
In Model functionality-based LCM, however, the model functionality is used to point to a model or in other words model functionality is mapped to the model and model is identified via the associated model functionality. For example, the supported functionalities (use case, configuration, scenario) for a certain (e.g., channel estimation, positioning or beamforming) use case can be specified. Then, the UE may report its capability in relation to the specified functionality. Thus, the network can assign a model ID corresponding to the supported functionality in an implicit manner. This approach is comparable to legacy approach for capability report and corresponding RRC configurations.
Considering the two approaches for AI/ML model LCM discussed above (namely model-ID based and functionality-based), the UE and the network may require AI/ML capability related diverse information exchange for a generic or targeted use case or functionality.
Observation 3: For different use-case and functionality, type, and granularity of AI/ML capability information exchange between the UE and the network needs to be discussed to assist and efficiently conduct AI/ML model LCM and model delivery.
Proposal 4: RAN2 to study the AI/ML capability information exchange considering generic and/or target use-case or functionality between the UE and the network to facilitate AI/ML LCM procedures and model delivery.
Since there are two main approaches in discussion for AI/ML model LCM, mechanisms to facilitate the AI/ML capability information exchange between the UE and network considering the target use cases and functionalities also needs to be studied. Also, as shown in the RAN-1 #111 agreements mentioned above, RAN1 agreed to study two alternative mechanisms for indication of LCM procedures (i.e., indication of activation/deactivation/switching/fallback): (a) functionality-based indication, and (b) model-ID-based indication. However, RAN1 has not yet decided on whether or how to indicate functionality [5]:
Proposal 5: RAN2 to study mechanisms to facilitate AI/ML capability exchange between the UE and the network considering Model-ID and/or functionality-based LCM procedure and model delivery for a specific or generic use-case.
Conclusions
Taking into account recent RAN1/RAN2 agreements on AI/ML model LCM and delivery, in this contribution we discuss the necessity and significance of AI/ML capability reporting between the UE and the network. The findings and recommendations discussed in this contribution are as follows: 
Observation 1: The relevance of UE capabilities and its role in supporting AI/ML LCM operations will be discussed by RAN2.
Observation 2: AI/ML capability reporting between the UE and the network is essential for efficiently conducting AI/ML model LCM procedure and model delivery.
Observation 3: For different use-case and functionality, type, and granularity of AI/ML capability information exchange between the UE and the network needs to be discussed to assist and efficiently conduct AI/ML model LCM and model delivery.
Proposal 1: RAN2 to define and discuss AI/ML capability reporting between the UE and the network.
Proposal 2: RAN2 to define and discuss fixed and run-time variable AI/ML capability information reporting between the UE and the network.
Proposal 3: The details and granularity (e.g., power consumption, computation capacity etc.) related to run-time variable AI/ML capability information may be discussed in the normative phase.
Proposal 4: RAN2 to study the AI/ML capability information exchange considering generic and/or target use-case or functionality between the UE and the network to facilitate AI/ML LCM procedures and model delivery.
Proposal 5: RAN2 to study mechanisms to facilitate AI/ML capability exchange between the UE and the network considering Model-ID and/or functionality-based LCM procedure and model delivery for a specific or generic use-case.
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