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1 Introduction
RAN2 agreements for model ID in RAN2#121 are given as below:

	1. RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified.


In this paper, we will continue to analyse meta info of AIML models firstly, and give general AIML framework in RAN side. Finally, AIML functionality mapping will be discussed based on the proposed framework.
2 Discussion
2.1 Meta info and its usage

RAN1 and RAN2 had agreed that model ID can be used to identify an AI/ML model. For the convenience of AI/ML model life cycle management, from our view, some meta info other than model ID is also needed.

· Complexity: It could be model size and/or computation requirement (like FLOPs). RAN1 had discussed to use complexity as evaluation KPI. If it is provided as meta info, UE can determine whether the AI/ML model it can afford or not based on its capacity, e.g., UE available resources. For example, UE can check the complexity of candidate AI/ML models and pick up the most suitable one if it needs to perform model selection after model monitoring.

· Valid time/Version: Valid time may represent that the accuracy of model output can be guaranteed within configured valid time or indicates that the model doesn’t need to be updated within valid time. Version can be used to assist in judging whether there is a new updated AI/ML model. From our side, those two info can be used for model LCM. For example, if UE finds that the valid time of AI/ML model expires or the version of AI/ML model is outdated, the model update/model selection/model (de)activation/fallback can be triggered.

· Configuration: The issue of AI/ML model generalization may harm model performance, i.e., its performance cannot be good enough all the time. Thus, the common view is that AI/ML model may be configuration-specific. For example, AI/ML model performance can be guaranteed within certain area like in cell A. If applicable configuration of AI/ML model can be provided in meta info, UE can select a suitable model when performing model update/ model selection itself. The details of applicable configuration need more input from RAN1.
Proposal 1: The meta info of AI/ML model should also be introduced and can be used with model ID in model LCM. And it may include complexity, valid time/version and applicable configuration.
2.2 General AI/ML framework to support Air AI
Rel-17 RAN3 had discussed a lot for the framework. Some main LCM purposes concerned a lot by RAN 1/2 have already been captured in the chart, like data collection, model training, and model inference. However, there are still something missing in the chart. As RAN1 and RAN2 discussed a lot for model transfer/delivery, model monitoring and model identification, in our thought, those purpose should also been considered in general framework. Here, we try to give our understanding on general AI/ML framework.
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Figure 1. General AI/ML framework for Air AI
The new introduced functions are model monitoring, model storage and model identification.
Model/Functionality identification function should perform identification among NW and UE to ensure that there is the same understanding for the model in NW.
Model storage function is introduced considering that AI/ML model is trained in one entity but is stored in another entity. However, it is an optional function. Sometimes the entity to perform model training or model inference can also be responsible for model storage.
Model monitoring function can send model inference control info to model inference function and instruct model inference function to perform model selection/activation/deactivation/switching/fallback. Model monitoring function can also send model training control info to model training function and instruct model training function to perform model training or model update.
Proposal 2: Suggest to take above general AI/ML framework into consideration where model monitoring, model storage and model identification functions are introduced based on RAN3 framework.
2.3 Functionality mapping to entities
2.3.1 Model training, model storage, model inference and model monitoring
In this section, we roughly divide AI/ML model into two categories. 
· UE-sided AI/ML model

· NW-sided AI/ML model
For UE-sided AI/ML model, it represents the model that is deployed and executed (i.e., model inference) in UE. It includes the UE one-sided model and UE-sided model of two-sided model. For instance, two-sided model like CSI compression and feedback, it can be regarded as have both UE-sided model and NW-sided model. And for NW-sided AI/ML model, it represents the model that is deployed and executed in gNB or LMF. It includes the NW one-sided model and NW-sided model of two-sided model.
Considering the differences of computation and power capabilities between UE and gNB/LMF. We summarize the functionality mapping to entities for model training, model storage, model inference and model monitoring in below table:
Table 1. Possible functionality mapping to entities
	
	Model training
	Model storage
	Model inference
	Model monitoring

	UE-sided model
	UE
	UE
	UE
	gNB or UE or LMF

	
	gNB/CN(LMF)/OAM
	gNB/CN(LMF)/OAM
	UE
	gNB or UE or LMF

	NW-sided model
	gNB
	gNB
	gNB
	gNB or UE or LMF

	
	CN(LMF)/OAM
	CN(LMF)/OAM
	gNB
	gNB or UE or LMF

	
	CN(LMF)/OAM
	CN(LMF)/OAM
	LMF
	gNB or UE or LMF


For UE-sided model, if model training is performed in UE, the generated model should be UE-specific. Thus, model storage and model inference should also be performed in UE. As for model monitoring, there is no clear conclusion whether it should be in gNB, UE or LMF. RAN2 should wait for more RAN1 progress.

Considering constrained UE capability, model training is more acceptable to be performed in gNB/CN(LMF)/OAM. All those nodes have strong computation capability and be less sensitive to power consumption compared with UE. Also UE-sided model can be stored in the same training node. Then the model should be transferred/delivered to UE for model inference. Whether model monitoring is performed in gNB/UE/LMF depends on RAN1 input.
However, considering different RAN requirements like model transfer/delivery latency and model management. Other cases cannot be precluded in this stage, e.g., model is trained in CN(LMF)/OAM and be delivered to gNB for model storage. 

As for NW-sided model, gNB have enough capability to perform model training, model storage, model inference itself. 
However, for model robustness/generalization, model may need to be trained using the training data from multiple cells. If considering data privacy, the training gNB may cannot obtain the data from other cells or CN, in this case, the model training may be performed in CN(LMF)/OAM nodes. Those NW-sided AI/ML model can be stored in CN(LMF)/OAM and be delivered to gNB or LMF for model inference.
Proposal 3: RAN2 can consider the above table for functionality mapping to entities as a starting point.
2.3.2 Data collection

Considering data collection for model training and model inference, although RAN2 have picked up some existing data collection framework for further analysis, they are all for UL data collection, i.e., data collection is performed in UE. And it is still open for DL data collection. 

RAN2 needs more RAN1 input to evaluate whether current data collection framework is enough and whether DL data collection is needed. We can assume that data collection at least can be performed in UE. But it seems hard at this stage to evaluate whether data collection can be located in other entities. Thus, we suggest to defer the discussion of data collection functionality mapping.
Proposal 4: Data collection for model training and model inference can be located in UE, but RAN2 still should wait for more RAN1 input to evaluate the impact of functionality mapping and related signaling.
Considering data collection for model monitoring, the requirements are still unclear. For UE-sided model and NW-sided model, monitoring data should at least include the data measured and collected in UE/NW itself, i.e., the entity who performs model inference can also perform monitoring data collection. Whether monitoring data from other entities is needed should wait for more RAN1 input.
Proposal 5: Data collection for model monitoring can be performed in the entity who performs model inference. Whether other entity is involved or not should base on more input from RAN1.
3 Conclusion

In this contribution we discussed and analyzed the meta info, framework and functionality mapping, and made the following proposals:
Proposal 1: The meta info of AI/ML model should also be introduced and can be used with model ID in model LCM. And it may include complexity, valid time/version and applicable configuration.
Proposal 2: Suggest to take above general AI/ML framework into consideration where model monitoring, model storage and model identification functions are introduced based on RAN3 framework.
Proposal 3: RAN2 can consider the above table for functionality mapping to entities as a starting point.

Proposal 4: Data collection for model training and model inference can be located in UE, but RAN2 still should wait for more RAN1 input to evaluate the impact of functionality mapping and related signaling.
Proposal 5: Data collection for model monitoring can be performed in the entity who performs model inference. Whether other entity is involved or not should base on more input from RAN1.
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