3GPP TSG-RAN WG2 Meeting #121bis-e       	                     R2-2303523
[bookmark: _GoBack]E-meeting, 17 -26 April, 2023

Agenda item:	7.16.2.3
Source:	CMCC
Title:	Discussion on AI/ML model transfer/delivery
WID/SID:	FS_NR_AIML_air
Document for:	Discussion
1 Introduction
In RAN2#121 meeting [1], RAN2 agreed to study the following potential solutions for AI/ML model transfer/delivery and use the pros/cons [2] as a starting point. 
	Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 




	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic


In this contribution, we will discuss the potential issues on AI/ML model transfer/delivery.
2 Discussion
In last meeting, RAN2 agreed the following relations between solutions and use cases.
Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


For CSI feedback enhancement and beam management use case, CP-based and UP-based solutions between UE and gNB/CN is proposed. However, for CN involved solution (i.e. solution 2a and 2b), we think the motivation is still unclear, the use cases (i.e. CSI feedback and beam management) is purely over air interface which only involves UE and gNB, so it is tricky for CN to collect all necessary data for model training and perform model transfer. In addition, it is also hard for CN to understand the physical parameters and determine which AI/ML model is applicable for the specific use case. On the other hand, solution 2a and 2b need more works in other WGs (e.g. SA2, CT1). 
Observation 1: The motivation for CN to train the AI/ML model is still unclear and it is tricky for CN to collect all necessary data for model training for CSI feedback and beam management use cases.
Therefore, we propose to not consider CN involved solution (i.e. solution 2a and 2b) for CSI feedback enhancement and beam management in R18 SI.
Proposal 1: Solution 2a and 2b is not pursued for model transfer/delivery for CSI feedback enhancement and beam management in R18 SI.
In general, the UP-based solution can support the large size model transfer/delivery or transfer/delivery multiple models simultaneously, while the CP-based solution only is challenged due to the limited signaling size. However, for solution 1b, as many companies commented, existing user plane is not applicable since it terminates at UE and UPF. Some companies proposed that a new layer may be introduced to handle the AI model transfer functionality. This will change the basic protocol stack of NR which has significant impacts on overall structure and specs. We think the solution with basic protocol stack change is difficult to be implemented in 5G-A stage, and it is better to consider in early 6G stage. Of course, other solutions without basic protocol stack change can be further studied.
Proposal 2: For Solution 1b, the potential options with basic protocol stack change is not pursued in R18, and potential options without basic protocol stack change can be further studied for model transfer/delivery.
For solution 1a (i.e. RRC signaling between UE and gNB), the biggest challenge is to transfer a large size model, we think RAN2 can further discuss how to resolve this issue.
Proposal 3: For solution 1a, RAN2 can further discuss how to transfer a large size model via RRC signaling.
Considering the training entity and pros of UP-based solution, we understand another solution (solution 2c) may be applicable for model transfer/delivery, i.e. the model is trained at gNB and delivered to CN, then CN transfer/delivery the model to the UE via UP-based solution. With this solution, CN is not required to be aware of the physical parameters, while can support the large model transfer/delivery, gNB can also be naturally responsible for the life cycle management of AI/ML models. Although this solution has more delay compared with solution 2a and 2b, it is applicable to transfer the offline training model which is latency insensitive for all use cases. We think this potential solution can be further discussed.
[image: ]
Figure 1: Basic flow for solution 2c - model training at gNB, model transfer/delivery from CN to UE
Proposal 4: RAN2 take the solution 2c (i.e. the model is trained at gNB and delivered to CN, then CN transfer/delivery the model to the UE via UP-based solution) for further discussion.
For positioning accuracy enhancement, solution 3a and 3b is feasible for model transfer/delivery, since LMF has the ability to collect data from multiple gNBs and UEs for the model training. However, some companies pointed that solution 3b is only included in SA2 TR 23.700-71, and it should be specified by SA2. Thus, we prefer to leave it open and wait until SA2 finishes the normative work on the UP solution. We think RAN2 can firstly focus on solution 3a.
Proposal 5: For positioning accuracy enhancement, RAN2 focus on solution 3a firstly, and whether/how to support solution 3b can wait SA2’s progress on the UP solution.
For solution 4, it may be transparent to 3GPP and can be left to implementation. Although solution 4 has no spec impacts on model transfer/delivery, there may be some impacts on other LCM procedures, e.g. model identification, model control. The possible impacts can be further studied.
Proposal 6: RAN2 can further study the potential spec impacts on solution 4 for other LCM procedures.
On the other hand, the previous discussion only involved the model transfer/delivery between the UE and network entities, but the model transfer/delivery between network entities is not discussed. We think it would be helpful to consider the model transfer/delivery within the network for the completeness of the solution. For example, RAN1 agreed to study the potential impacts at least for the following cases of positioning accuracy enhancement, including NG-RAN node assisted positioning with gNB-side model (i.e. case 3a). It is possible that the model training is at LMF, and the model is delivered to gNB. 
	RAN1#110bis Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Although there may be no impacts on RAN2, we can list the potential solutions during SI for further discussion. So we can also consider the the model transfer/delivery between network entities.
Proposal 7: Model transfer/delivery between network entities(e.g. gNB and LMF) can be further studied.

3	Conclusion
Here are the observations and proposals for model transfer/delivery.
Observation 1: The motivation for CN to train the AI/ML model is still unclear and it is tricky for CN to collect all necessary data for model training for CSI feedback and beam management use cases.
Proposal 1: Solution 2a and 2b is not pursued for model transfer/delivery for CSI feedback enhancement and beam management in R18 SI.
Proposal 2: For Solution 1b, the potential options with basic protocol stack change is not pursued in R18, and potential options without basic protocol stack change can be further studied for model transfer/delivery.
Proposal 3: For solution 1a, RAN2 can further discuss how to transfer a large size model via RRC signaling.
Proposal 4: RAN2 take the solution 2c (i.e. the model is trained at gNB and delivered to CN, then CN transfer/delivery the model to the UE via UP-based solution) for further discussion.
Proposal 5: For positioning accuracy enhancement, RAN2 focus on solution 3a firstly, and whether/how to support solution 3b can wait SA2’s progress on the UP solution.
Proposal 6: RAN2 can further study the potential spec impacts on solution 4 for other LCM procedures.
Proposal 7: Model transfer/delivery between network entities(e.g. gNB and LMF) can be further studied.
4	Reference
[1] R2-230XXXX, Report of 3GPP TSG RAN WG2 meeting #121, Athens, Greece
[2] R2-2302268, Report of Offline 027 model transfer delivery (Huawei)
image1.png
UE

gNB

CN

model training

model delivery

PDU session/DRB establishment

I
UP data

(for model transfer/delivery)






3GPP

TSG-RAN

WG2

Meeting

#1

21bis-e

R2-2

303523

E-meeting

,

17

-26

April

,

202

3

Agenda

item:

7

.

16

.

2

.3

Source:

CMCC

Title:

Discussion

on

AI/ML

model

transfer/delivery

WID/SID:

FS_NR_AIML_air

Document

for:

Discussion

1

Introduction

In

RAN

2

#

121

meeting

[1]

,

RAN2

agreed

to

study

the

following

potential

solutions

for

AI/ML

model

transfer/delivery

and

use

the

pros/cons

[2]

as

a

starting

point.

Þ

Agreed:

Aim

to

at

least

analyze

the

feasibility

and

benefits

of

model/transfer

solutions

based

on

the

following:

Solution

1a:

gNB

can

transfer/deliver

AI/ML

model(s)

to

UE

via

RRC

signalling.

Solution

2a:

CN

(except

LMF)

can

transfer/deliver

AI/ML

model(s)

to

UE

via

NAS

signalling.

Solution

3a:

LMF

can

transfer/deliver

AI/ML

model(s)

to

UE

via

LPP

signalling.

Solution

1b:

gNB

can

transfer/deliver

AI/ML

model(s)

to

UE

via

UP

data.

Solution

2b:

CN

(except

LMF)

can

transfer/deliver

AI/ML

model(s)

to

UE

via

UP

data.

Solution

3b:

LMF

can

transfer/deliver

AI/ML

model(s)

to

UE

via

UP

data.

Solution

4:

Server

(e.g.

OAM,

OTT)

can

transfer/delivery

AI/ML

model(s)

to

UE

(e.g.

transparent

to

3GPP).

Þ

The

table

can

serve

as

starting

point

for

continued

discussion

(but

contains

some

parts

that

seems

non

consensus,

e.g.

delta

configuration).

Pros

Cons

Solution

1a

6.

The

existing

RRC

signaling

solutions

can

be

reused

as

baseline,

at

least

including

delta

signaling

and

segementation

9.

Additional

security

and

verification

may

not

be

necessary

as

the

UE

already

established

security

before

the

transfer

is

initiated

11.

gNB

can

take

the

control

of

the

AIML

model

transfer

itself,

which

can

not

be

achieved

by

traditional

UP

based

solution

1.

Face

challenges

to

convey

large

size

or

“

no

upper

limit

size

”

AI

model

by

RRC

message

(e.g.

>45kBytes)

2.

Maybe

high

control

plane

overhead,

as

a

large

model

size

may

need

segmentation/transmission/acknowledgment.

This

consumes

critical

configuration

time

for

model

transfer/delivery

3.

An

incomplete

control

plane

model

transfer

has

to

be

restarted

upon

mobility,

as

there

are

no

current

procedures

to

resume

transmission

across

gNBs.

Some

companies

wonder

whether

it

is

critical

or

not

as

it

depends

on

how

frequent

the

gNB

to

send

new/updated

AI/ML

to

the

UE

Solution

2a

and

3a

5.

Service

continuity

on

model

transfer/delivery

is

easy

to

achieve

compared

with

Solution

1a

6.

Impacts

on

RAN2

may

be

limited

(some

companies

think

that

LPP

signalling

is

in

RAN2

scope)

1.

Face

challenges

to

convey

large

size

or

“

no

upper

limit

size

”

AI

model

by

RRC

message

(e.g.

>45kBytes)

3.

If

NAS

does

the

segmentation,

it

may

introduce

some

overhead

4.

(only

valid

for

Solution

2a)

CN

is

not

a

good

option

for

later

on

model

monitoring/activation/deactivation/fallback/update

that

requires

less

latency.

The

model

transfer/delivery

is

transparent

to

gNB,

it

could

be

tricky

to

get

gNB

involved

in

the

AI

model

LCM.

It

could

be

problematic

when

the

network

needs

to

be

in

control

of

what

happening

at

the

UE

side

and

especially

in

two-sided

models

where

one

side

of

the

model

is

intended

to

be

located

at

the

network

side

