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1 Introduction
This contribution will discuss the mapping of functionality to entities per use case.
2 Discussion
For CSI feedback and beam management use case, we think that CN is not a good entity for model training because the CSI compression and beam management are purely over air interface which only involves UE and gNB. In addition, it is also hard for CN to understand the physical parameters and determine which AI/ML model is applicable for the specific use case. Thus, model training for CSI feedback and beam management use case shall not reside at CN.
Proposal 1: For CSI feedback and beam management use case, model training shall not reside at CN.

2.1 CSI feedback enhancement
2.1.1 CSI compression
For CSI compression using two-sided AI/ML model use case, RAN1 agreed to further study Type 1 and Type 3 training collaborations and Type 2 is de-prioritized in R18.
	[bookmark: _Toc9037]RAN1#110 Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
RAN1#110bis Agreement
· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching  
RAN1#111 Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.


For Type 1, the two-sided AI/ML model which includes a CSI generation part and a CSI reconstruction part is trained at network, and then the trained UE-side CSI generation part will be transferred from network to the UE, or vice versa. The model transfer between UE and network via air interface is needed for Type 1. The basic flow for type 1 with model training at network side is illustrated in Figure 2.1-1. 

Figure 2.1-1 Basic flow for Type 1 with model training at network side [1] 
For Type 3, the UE-side CSI generation part and the network-side reconstruction part are designed and trained by the UE and network separately. For example, the two-sided AI/ML model is trained at network, then the network sends the data set which includes input and output to the UE, and the UE trains a UE-side CSI generation part using the data set, as illustrated in Figure 2.1-2. On the other hand, it is possible that the UE trains the two-sided model and sends the data set to the network, and NW trains the network-side reconstruction part based the data set. Thus, data collection for model training resides at gNB and UE. For type 3, model transfer is not needed.
[image: ]
Figure 2.1-2 Basic flow for Type 3 [2]
For model monitoring and model control (e.g. model activation/deactivation/updating/switching), RAN1 agreed that the UE monitors the UE-side performance and the network monitors the NW-side performance, and the network makes the decisions of model control.
Based on the above analysis and RAN1 agreements, we list the possible mapping of AI/ML functionalities to entities for CSI compression sub-use case as shown in the following table.
[bookmark: _GoBack]Table 1: The mapping of AI/ML functionalities to entities for CSI compression with two-sided model
	Options
	Model training/Data collection
	Model transfer/delivery
	Model inference/Data collection
	Model monitoring/Data collection
	Model control

	Option 1
	gNB
	gNB -> UE
	NW-side: gNB
UE-side: UE
	NW-side: gNB
UE-side: UE
	gNB

	Option 2
	UE
	UE -> gNB
	
	
	

	Option 3
	gNB and UE
	-
	NW-side: gNB
UE-side: UE
	NW-side: gNB
UE-side: UE
	gNB


Note 1: Model control includes model activation/ deactivation/updating/switching.
Proposal 2: RAN2 discuss the mapping of AI/ML functionalities to entities for CSI compression using the Table 1 as starting point.
2.1.2 CSI prediction
RAN1 agreed to use UE-sided model for time domain CSI prediction sub-use case. Although there is no more discussion and agreements in RAN1, we understand that the similar principle to beam management with UE-sided model can be applied. Specially, model training can reside at UE or gNB side, model inference at UE side, model monitoring at gNB or UE is possible, and model control can be performed by UE or gNB. If RAN1 has further discussion and agreements on this sub-use case, RAN2 can revise the mapping of AI/ML functionalities to entities for CSI prediction.
Table 2: The mapping of AI/ML functionalities to entities for CSI prediction with UE-side model
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	gNB -> UE
	UE
	UE
	UE

	Option 2
	
	
	
	UE
	gNB

	Option 3
	
	
	
	gNB
	gNB

	Option 4
	UE
	-
	UE
	UE
	UE

	Option 5
	
	
	
	UE
	gNB

	Option 6
	
	
	
	gNB
	gNB


Proposal 3: RAN2 discuss the mapping of AI/ML functionalities to entities for CSI prediction with UE-side model using the Table 2 as starting point.

2.2 Beam management
RAN1 agreed to support BM-Case1 and BM-Case2 for beam management with one-sided model (i.e. UE-side model or network-side model). Based on RAN1 agreements, the similar mechanism for LCM procedure is used for BM-Case1 and BM-Case2.
	RAN1#110bis Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
RAN1#111 Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side


Based on RAN1 agreements, the AI/ML model training and inference at both NW side or UE side are at least supported. Model training at NW side and model inference at UE side may be further studied based on the support of model transfer. For beam management with UE-side model, we understand that model training at gNB or UE side is supported, and model control at gNB or UE side is also supported. For data collection for model training, we assume that the same entity with model training is used. And the similar principle is applied to model inference and model monitoring.
Based on the above analysis and RAN1 agreements, the possible mapping of AI/ML functionalities to entities for beam management with a UE-side model is shown in the following table.
Table 3: The mapping of AI/ML functionalities to entities for beam management with UE-side model
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	gNB -> UE
	UE
	UE
	UE

	Option 2
	
	
	
	UE
	gNB

	Option 3
	
	
	
	gNB
	gNB

	Option 4
	UE
	-
	UE
	UE
	UE

	Option 5
	
	
	
	UE
	gNB

	Option 6
	
	
	
	gNB
	gNB


Proposal 4: RAN2 discuss the mapping of AI/ML functionalities to entities for beam management with UE-side model using the Table 3 as starting point.
For beam management with NW-side model, model inference is natively at gNB side. We think the model can be trained at gNB or OAM side, similarly to the mechanism studied in RAN3 AI for NG-RAN. For simplicity, model monitoring and model control can be performed at gNB.
Table 4: The mapping of AI/ML functionalities to entities for beam management with NW-side model
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	-
	gNB
	gNB
	gNB

	Option 2
	OAM
	OAM -> gNB
	gNB
	gNB
	gNB


Proposal 5: RAN2 discuss the mapping of AI/ML functionalities to entities for beam management with NW-side model using the Table 4 as starting point.

2.3 Positioning accuracy enhancements
RAN1 agreed the following five cases for AI/ML-based positioning accuracy enhancement, including UE-side model, LMF-side model and gNB-side model. 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
For model training and inference, RAN1 agreed to support UE-side or NW-side training and inference, and one-sided model whose inference is performed entirely at UE or NW is prioritized.
	RAN1#110 Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 
RAN1#111 Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.


Considering the mapping of AI/ML functionalities to entities for different models can be different, we will analyze the mapping per model type (i.e. UE-side model, LMF-side model and gNB-side model).
For case 1 and 2a with UE-side model, model training at UE or LMF is more feasible than model training at gNB. For model monitoring, at least UE can derive monitoring metric as per RAN1 agreement. The decision of model control can be made at least by UE or LMF.
	RAN1#111 Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305
RAN1#112 Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)


Based on the above analysis and RAN1 agreements, the mapping of AI/ML functionalities to entities for case 1 and 2a with UE-side model is list in Table 5.
Table 5: The mapping of AI/ML functionalities to entities for positioning case 1 and 2a (UE-side model) 
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	UE
	-
	UE
	UE
	UE/LMF

	Option 2
	LMF
	LMF -> UE
	
	
	UE/LMF


Proposal 6: RAN2 discuss the mapping of AI/ML functionalities to entities for positioning case 1 and 2a with UE-side model using the Table 5 as starting point.
For case 2b and 3b with LMF-side model, the simplest option is that model training, inference, monitoring and control are both at LMF side. Even so, there are still spec impacts for this case, e.g. some signaling between UE and LMF is needed for data collection for model training, inference, and monitoring. 
Table 6: The mapping of AI/ML functionalities to entities for positioning case 2b and 3b (LMF-side model) 
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	LMF
	-
	LMF
	LMF
	LMF


Proposal 7: RAN2 discuss the mapping of AI/ML functionalities to entities for positioning case 2b and 3b with LMF-side model using the Table 6 as starting point.
For case 3a with gNB-side model, we think that model training, model monitoring and model control can reside at gNB or LMF side. 
Table 7: The mapping of AI/ML functionalities to entities for positioning case 3a (gNB-side model) 
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	-
	gNB
	gNB/LMF
	gNB/LMF

	Option 2
	LMF
	LMF -> gNB
	gNB
	gNB/LMF
	gNB/LMF


Proposal 8: RAN2 discuss the mapping of AI/ML functionalities to entities for positioning case 3a with gNB-side model using the Table 7 as starting point.

3	Conclusion
Here are the observations and proposals for the mapping of functionality to entities per sub-use case.
Proposal 1: For CSI feedback and beam management use case, model training shall not reside at CN.
CSI feedback enhancement:
Proposal 2: RAN2 discuss the mapping of AI/ML functionalities to entities for CSI compression using the Table 1 as starting point.
Table 1: The mapping of AI/ML functionalities to entities for CSI compression with two-sided model
	Options
	Model training/Data collection
	Model transfer/delivery
	Model inference/Data collection
	Model monitoring/Data collection
	Model control

	Option 1
	gNB
	gNB -> UE
	NW-side: gNB
UE-side: UE
	NW-side: gNB
UE-side: UE
	gNB

	Option 2
	UE
	UE -> gNB
	
	
	

	Option 3
	gNB and UE
	-
	NW-side: gNB
UE-side: UE
	NW-side: gNB
UE-side: UE
	gNB


Note 1: Model control includes model activation/ deactivation/updating/switching.
Proposal 3: RAN2 discuss the mapping of AI/ML functionalities to entities for CSI prediction with UE-side model using the Table 2 as starting point.
Table 2: The mapping of AI/ML functionalities to entities for CSI prediction with UE-side model
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	gNB -> UE
	UE
	UE
	UE

	Option 2
	
	
	
	UE
	gNB

	Option 3
	
	
	
	gNB
	gNB

	Option 4
	UE
	-
	UE
	UE
	UE

	Option 5
	
	
	
	UE
	gNB

	Option 6
	
	
	
	gNB
	gNB



Beam management:
Proposal 4: RAN2 discuss the mapping of AI/ML functionalities to entities for beam management with UE-side model using the Table 3 as starting point.
Table 3: The mapping of AI/ML functionalities to entities for beam management with UE-side model
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	gNB -> UE
	UE
	UE
	UE

	Option 2
	
	
	
	UE
	gNB

	Option 3
	
	
	
	gNB
	gNB

	Option 4
	UE
	-
	UE
	UE
	UE

	Option 5
	
	
	
	UE
	gNB

	Option 6
	
	
	
	gNB
	gNB


Proposal 5: RAN2 discuss the mapping of AI/ML functionalities to entities for beam management with NW-side model using the Table 4 as starting point.
Table 4: The mapping of AI/ML functionalities to entities for beam management with NW-side model
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	-
	gNB
	gNB
	gNB

	Option 2
	OAM
	OAM -> gNB
	gNB
	gNB
	gNB



Positioning accuracy enhancements:
Proposal 6: RAN2 discuss the mapping of AI/ML functionalities to entities for positioning case 1 and 2a with UE-side model using the Table 5 as starting point.
Table 5: The mapping of AI/ML functionalities to entities for positioning case 1 and 2a (UE-side model) 
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	UE
	-
	UE
	UE
	UE/LMF

	Option 2
	LMF
	LMF -> UE
	
	
	UE/LMF


Proposal 7: RAN2 discuss the mapping of AI/ML functionalities to entities for positioning case 2b and 3b with LMF-side model using the Table 6 as starting point.
Table 6: The mapping of AI/ML functionalities to entities for positioning case 2b and 3b (LMF-side model) 
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	LMF
	-
	LMF
	LMF
	LMF


Proposal 8: RAN2 discuss the mapping of AI/ML functionalities to entities for positioning case 3a with gNB-side model using the Table 7 as starting point.
Table 7: The mapping of AI/ML functionalities to entities for positioning case 3a (gNB-side model) 
	Options
	Model Training/Data collection
	Model Transfer/delivery
	Model Inference/Data collection
	Model Monitoring/Data collection
	Model control

	Option 1
	gNB
	-
	gNB
	gNB/LMF
	gNB/LMF

	Option 2
	LMF
	LMF -> gNB
	gNB
	gNB/LMF
	gNB/LMF



4	Reference
[1] R1-2209329 Discussion on other aspects on AI/ML for CSI feedback enhancement CMCC
[2] R1-2206033 Discussion on AI/ML for CSI feedback enhancement Huawei, HiSilicon
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