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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
According to the WID [1], the SL DRX for L2 U2N relay will be studied as following, this contribution discusses the related issues and provides the proposals.
With a low priority, study the gains and, if needed, specify signalling between gNB and relay UE in sidelink mode 2 to assist the determination of the sidelink DRX configuration used for remote UE in Layer-2 UE-to-Network sidelink relay operation [RAN2]
2. Discussion
2.2 SL DRX for DL relay traffic
In Rel-17 PC5 direct communication, the TX UE in mode 2 has the QoS profile information and  for each PQI, there are some typical service characteristics specified. The TX UE can set an appropriate SL DRX according to the QoS profile and the typical service characteristics and the RX UE assistance information if received.
Observation 1: In Rel-17 PC5 direct communication, the TX UE in mode 2 has the QoS profiles and corresponding typical service characteristics information, and then can set proper SL DRX parameters.
For Layer-2 Relay based DL traffic, since the QoS profile is E2E and it totally relies on gNB configuration to guarantee E2E QoS.  The Relay UE has no QoS profile information and corresponding service characteristics information.
For U2N DL relay traffic, if mode 1 resource allocation is used by Relay UE in CONNECTED state, gNB has the E2E QoS profile(s) and Relay UE’s Uu DRX configuration, then can configure the appropriate SL DRX according to the Relay UE’s Uu DRX configuration.
if mode 2 is applied, in existing Rel-17 Relay mechanism, only PDB is provided to the Relay UE per PC5 Relay RLC channel. PDB can be used to set DRX cycle, but the Relay UE still needs other QoS profiles to set other DRX parameters, e.g. using 5QI, GFBR and/or MFBR to set on duration timer or inactivity timer and also taking the typical service characteristics for each 5QI (there specified typical services for each standardized 5QI as shown in Annex). Therefore, the PDB cannot provide sufficient information for the Relay UE to set appropriate SL DRX parameters for the Remote UE.
Observation 2: In Layer-2 based Relay, the Relay UE has no QoS profiles and service characteristic information except for PDB, then the Relay UE cannot set proper SL DRX by itself.
Observation 3: In order to set the appropriate SL DRX, the Relay UE needs additional QoS profile e.g., the typical service characteristics for each 5QI and the GFBR/MFBR to set on duration timer and inactivity timer.
Proposal 1: RAN 2 should define a mechanism to set proper SL DRX for Layer-2 based U2N Relay.
There could be three ways to enhance or clarify for mode 2 resource allocation. 
Alt1: Extend the mechanism for mode 1 resource allocation to the mode 2 resource allocation. That is gNB should configure the appropriate SL DRX according to the Relay UE’s Uu DRX configuration and E2E QoS profiles.
Alt 2: gNB provides more QoS profiles information (e.g. 5QI, GFBR/MFBR for GBR QoS Flow) to the Relay UE, and the Relay UE set the appropriate SL DRX according to 5QI and DRX configuration on Uu interface.
Alt 3: Reuse sidelink DRX assistance information. In this alternative, Remote UE is required to derive the SL DRX for DL relay traffic considering DL QoS parameters and send SL DRX assistance information to the Relay UE, the Relay UE should take the SL DRX assistance information into account when setting SL DRX for DL relay traffic. But, currently, DL QoS parameters are optionally configured to the UE, we need to ask SA2/CT1 whether UE can always obtain DL QoS parameters.
Alt 1 may impact gNB for mode 2 operation, and Alt 2 needs some discuss on what QoS information is need to be sent to the Relay UE. Alt3 seems a simple way to clarify Remote UE and Relay UE behavior.
Proposal 2: It is proposed that RAN2 discusses Alt 3 to be used, i.e.,
· Remote UE is required to set SL DRX assistance information considering DL QoS parameters.
· The Relay UE should take the SL DRX assistance information into account when setting SL DRX for DL relay traffic.
For UL relay traffic, similar with DL mode 2 resource allocation, if the Remote UE can obtain the E2E QoS profile(s) over NAS layer, and determine the SL DRX based on the UL E2E QoS profile(s).
Proposal 3: For UL relay traffic with mode 2 resource allocation, the Remote UE determines the SL DRX based on the UL E2E QoS profile(s) if configured.
3. Conclusion 
This contribution discusses the SL DRX related issues, and provide the following proposals.
Observation 1: In Rel-17 PC5 direct communication, the TX UE in mode 2 has the QoS profiles and corresponding typical service characteristics information, and then can set proper SL DRX parameters.
Observation 2: In Layer-2 based Relay, the Relay UE has no QoS profiles and service characteristic information except for PDB, then the Relay UE cannot set proper SL DRX by itself.
Observation 3: In order to set the appropriate SL DRX, the Relay UE needs additional QoS profile e.g. the typical service characteristics for each 5QI and the GFBR/MFBR to set on duration timer and inactivity timer.
Proposal 1: RAN 2 should define a mechanism to set proper SL DRX for Layer-based Relay.
Proposal 2: It is proposed that RAN2 discusses Alt 3 to be used, i.e.,
· Remote UE is required to set SL DRX assistance information considering DL QoS parameters.
· The Relay UE should take the SL DRX assistance information into account when setting SL DRX for DL relay traffic.
Proposal 3: For UL relay traffic with mode 2 resource allocation, the Remote UE determines the SL DRX based on the UL E2E QoS profile(s) if configured.
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Annex
Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping
	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error
Rate 
	Default Maximum Data Burst Volume
(NOTE 2)
	Default
Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
(NOTE 11,
NOTE 13)
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages (see TS 23.287 [121]).
Electricity distribution – medium voltage, Process automation monitoring

	4

	
	50
	300 ms
(NOTE 11,
NOTE 13)
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 9,
NOTE 12)
	
	7
	75 ms
(NOTE 7, NOTE 8)
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g. MCPTT)

	66
(NOTE 12)

	
	
20
	100 ms
(NOTE 10,
NOTE 13)
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67
(NOTE 12)

	
	15
	100 ms
(NOTE 10,
NOTE 13)
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75
(NOTE 14)
	
	
	
	
	
	
	

	71
	
	56
	150 ms (NOTE 11, NOTE 13, NOTE 15)
	10-6
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	72
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	73
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	74
	
	56
	500 ms (NOTE 11, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	76
	
	56
	500 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	5
	Non-GBR
	10
	100 ms
NOTE 10,
NOTE 13)
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms
(NOTE 10,
NOTE 13)
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
(NOTE 10,
NOTE 13)
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms
(NOTE 13)
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	10
	
	90
	1100ms
(NOTE 13)
(NOTE 17)

	10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.) and any service that can be used over satellite access type with these characteristics

	69
(NOTE 9, NOTE 12)
	
	5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g. MC-PTT signalling)

	70
(NOTE 12)

	
	55
	200 ms
(NOTE 7,
NOTE 10)
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as 5QI 6/8/9)

	79
	
	65
	50 ms
(NOTE 10,
NOTE 13)
	10-2
	N/A
	N/A
	V2X messages (see TS 23.287 [121])

	80
	
	68
	10 ms
(NOTE 5,
NOTE 10)
	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay-critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1354 bytes
(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2]);
V2X messages (UE - RSU Platooning, Advanced Driving: Cooperative Lane Change with low LoA. See TS 22.186 [111], TS 23.287 [121])

	84
	
	24
	30 ms
(NOTE 6)
	10-5
	1354 bytes
(NOTE 3)
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])

	85
	
	21
	5 ms
(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2]).
V2X messages (Remote Driving. See TS 22.186 [111], NOTE 16, see TS 23.287 [121])

	86
	
	18
	5 ms
(NOTE 5)
	10-4
	1354 bytes
	2000 ms
	V2X messages (Advanced Driving: Collision Avoidance, Platooning with high LoA. See TS 22.186 [111], TS 23.287 [121])

	87
	
	25
	5 ms (NOTE 4)
	10-3
	500 bytes
	2000 ms
	Interactive Service - Motion tracking data, (see TS 22.261 [2])

	88
	
	25
	10 ms (NOTE 4)
	10-3
	1125 bytes
	2000 ms
	Interactive Service - Motion tracking data, (see TS 22.261 [2])

	89
	
	25
	15 ms (NOTE 4)
	10-4
	17000 bytes
	2000 ms
	Visual content for cloud/edge/split rendering (see TS 22.261 [2])

	90
	
	25
	20 ms (NOTE 4)
	10-4
	63000 bytes
	2000 ms
	Visual content for cloud/edge/split rendering (see TS 22.261 [2])
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