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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly include AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
In RAN2#121 [2], 7 model transfer solutions were identified:  
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
And starting point of analysis was also endorsed in RAN2#121 [2]:
R2-2302268	Report of Offline 027 model transfer delivery (Huawei)	Huawei
DISCUSSION 
-	Nokia think there are several references to “delta configuration” which we have not defined. 
-	Nokia think we cannot discuss pros and cons of solution 4. 
-	Samsung think some pros and cons are just missing .. and can be added.
-	Apple think it is pre-mature to actually agree. 
-	QC think that option 4 is by default supported. MTK think this is not the case. 
-	Chair: there seems to be no consensus regarding the delta configuration aspect in the table
-	Huawei think we should have a evaluation matrix.
-	MTK think we should list the important issues. 

The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 
In this contribution, we share our views on analysis of model transfer and some key open issues. 
Please note that we discuss network AI/ML functionality mapping in our companion contribution [5].  
2 Discussion 
2.1 Key open issues of model transfer 
[bookmark: _Ref54102585][bookmark: _Ref54102582]2.1.1 Solution 1a
Solution 1a is a CP solution between the UE and gNB. Its key conclusion in [3][4] can be summarized in Table 1:From [3], the basic flow for CP solution 1a is shown in figure 1 below.
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Figure 1: Basic flow for Option 1 – CP solution

From [4], its Pros and Cons is summarized as:

Pros
Cons
Solution 1a
6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE


Table 1: Conclusion of Solution 1a
Clearly, Solution 1a is totally within RAN2 scope. Thus, further study in RAN2 is needed. Meanwhile, we have below clarifications for option 1a:
· NW terminated point: In our understanding, Solution 1a doesn't mean the Network terminated point of model transfer is always in gNB. It is also possible that the terminated point is OAM/OTT-server in case of offline model training. In this case, signaling of Solution 1a is similar to QoE. 
· Delta signaling: During online discussion of RAN2#121 [2], multiple companies showed concern on what "delta signaling" means for AI/ML model. We think there are two different understandings:
· Alt-1: AS level "delta signaling", i.e., RRC signaling can add/modify/release one AI/ML model, where the contents of the AI/ML model are transparent to gNB. Note that it is similar to existing RRC signaling of QoE.  
· Alt-2: AI/ML model level "delta signaling", e.g. only difference in model parameters are configured.
We share the understanding of Alt-1. Alt-2 is out of scope of RAN2 because RAN2 is not responsible for the AI/ML model structure and parameters. In addition, Alt-2 may not work if a proprietary model format is used because it is transparent to the Network.        
Thus, we propose to clarify these two aspects for Solution 1a. 
Proposal 1: For Solution 1a, RAN2 agree the following clarifications: 
· NW terminated point: Its NW terminated point can be gNB or OAM/OTT-server in case of offline model training. In case of OAM/OTT-server, the signaling is similar to QoE (i.e. container in RRC).
· Delta signaling: It means AS level "delta signaling", i.e., RRC signaling can add/modify/release one AI/ML model, where the contents of the AI/ML model are transparent to gNB.
What's more, we think RAN2 can further discuss below 3 remaining issues for Solution 1a:
· RRC segmentation: In existing RRC segmentation, up to 5 segments (45kbyte) in DL and 16 segments (144 Kbyte) in UL are allowed. Whether to increase maximum segment number needs further discussion. It depends on RAN1 input on AI/ML model size per use case, and UE's memory modeling to store AI/ML model(s).        
· New SRB: Existing SRB may not be suitable because SRB0/1/2 may block DRB due to its high priority while SRB4 may cause long latency of model transfer due to its low priority. A new SRB with configurable priority can be considered. 
· SRB loss-less HO: Existing SRB doesn't support re-establishment procedure and segmentation retransmission in HO (i.e. UE will discard the previous transmitted RRC segments in HO). We think the enhancement is straight forward with limited spec impacts.  
Thus, we propose:
Proposal 2: For Solution 1a, RAN2 agree the following remaining issues to further study: 
1) RRC segmentation: Whether to increase maximum RRC segment number. It depends on RAN1 input on AI/ML model size per use case, and UE's memory modeling to store AI/ML model(s)        
2) New SRB: A new SRB with configurable priority can be considered. 
3) SRB loss-less HO: Support SRB re-establishment procedure and segmentation retransmission in HO (i.e. UE doesn't need to discard the previous transmitted RRC segments in HO). 
2.1.2 Solution 2a/3a
Solution 2a is NAS solution between UE and CN (except LMF), and Solution 3a is LPP solution between UE and LMF.  Their key conclusion in [3][4] can be found in Table 2.
In our understanding, solution 2a may work only if SA2 introduce a new / dedicated NF to manage AI/ML model. However, this is SA2 issue and the motivation to introduce a new NF to manage AI/ML model is not clear for now. And please note that conflicted with below Note captured in SID of AI/ML for NR air interface (RP-213599). 
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

Observation 1: Solution 2a may work only if SA2 introduce a new / dedicated NF to manage AI/ML model. it is conflicted with Note in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced".
Thus, we suggest RAN2 to hold on further discussion for this solution, and proponents could start by triggering such discussion in SA2 first.
Proposal 3: Due to conflicted with WID NOTE, RAN2 is kindly suggested to hold on discussion of solution 2a. And proponents could start by triggering such discussion in SA2 first. 
Solution 3a seems to be a good candidate for transfer of AI/ML mode for positioning inference. So, we think RAN2 can further discuss this solution. Its main remaining issue is whether to increase maximum RRC segment number, similar to Solution 1a. 
Proposal 4: For Solution 3a, RAN2 agree the clarification that it can used in model transfer between UE and LMF for model inference of AI/ML based positioning. 
Proposal 5: For Solution 3a, RAN2 agree the following remaining issues to further study: 
1) RRC segmentation: Whether to increase maximum RRC segment number. It depends on RAN1 input on AI/ML model size per use case, and UE's memory modeling to store AI/ML model(s)        
From [3], the basic flow for this CP solution 2a is shown in figure 2 below.
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Figure 2: Basic flow for Option 2 – CP solution
The basic flow for this CP solution 3a is shown in figure 3 below.
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Figure 3: Basic flow for Option 1 – CP solution

From [4], their Pros and Cons is summarized as:

Pros
Cons
Solution 2a and 3a
5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side




Table 2: Conclusion of Solution 2a/3a
2.1.3 Solution 1b
Solution 1b is that gNB can transfer/deliver AI/ML model(s) to UE via UP data. However, we think it is the only one solution which companies can't achieve consensus on how it works. The related summary from [3][4] is in table 3.Summary from [3]:
For this Solution 1b, the details are not clear so far. Based on companies’ comments, there are the following understandings:
· (a) A new UP terminated at gNB. It may mean gNB can transfer/deliver AI/ML model(s) to UE via data radio bearer. It seems to break away from the current UP protocol stack, as the legacy UP data is not terminated at gNB and will be further delivered to UPF
· (b) gNB first transfers/delivers AI/ML models to CN, and then CN transfers/delivers the models to UE via UP
· (c) A new AI layer may be needed, and the motation is FFS. Some companies think that introduction of a new layer is out of the SI scope
· (d) Some companies think that the application function (AF) hosting the AI/M models and UPF can be collocated with the RAN, and the protocol stack can be implemented at any network entity. While some companies think such case seems identical as Option 2 and Option 4, and thus it is better to clarify and probably discuss them separately

For (a), the email rapporteur observes that it is aligned with some companies’ views, and it may be considered as a possible solution direction.
For (b), as pointed out by some companies, the AI/ML model is terminated at some entities in CN, and it should be the same as Solution 2b.
For (c), it is FFS whether it is within the SI scope. For (d), the email rapporteur tend to agree with some companies that such case are very similar to Option 2 and Option 4, and there should be no extra discussions here.

From [4], its Pros and Cons:


Pros
Cons
Solution 1b
1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward



Table 3: Conclusion of Solution 1b
As can be seen, there are 4 different understandings on how this solution works. Our understanding is more aligned to understanding (a): this solution will require a new UP tunnel terminated at gNB, which may mean gNB can transfer/deliver AI/ML model(s) to UE via data radio bearer. We prefer to preclude this solution due to below reasoning:
· It may change the basic concept of PDU session (i.e. UP tunnel) and basic UP protocol stack. It is clearly conflicted with the Note captured in SID of AI/ML for NR air interface (RP-213599): 
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
· Its benefit over Solution 1a (i.e. CP solution between UE and gNB) is not clear. 
· RAN2 can't provide valid analysis if how a solution works is not clear. 
Observation 2: Solution 1b may change the basic concept of PDU session (i.e. UP tunnel) and basic UP protocol stack. It is conflicted with the NOTE in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced"
Observation 3: The benefit of Solution 1b over Solution 1a (i.e. CP solution between UE and gNB) is not clear.
Thus, we suggest RAN2 to hold on further discussion for this solution, and proponents could start by triggering such discussion in SA2 first.
Proposal 6: Due to conflicted with WID NOTE, Solution 1b is precluded. Proponents could start by triggering such discussion in SA2 first. 
2.1.4 Solution 2b/3b
Solution 2b is UP solution between UE and CN (except LMF). And Solution 3b is UP solution between UE and LMF. The related summary from [3][4] is in table 4.From [3], the basic flow for UP solution 2b is shown in figure 4 below. For the step “PDU session/DRB establishment”, it may involve the signalling procedures between UE and CN, UE and gNB, and one example is the PDU Session Establishment shown in section A.1 in TS 38.300.
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Figure 4: Basic flow for Option 2 – UP solution

For UP solution 3b, during phase 1 discussion, one company pointed out one UP solution according to TR 23700-71, and some companies pointed out that the solution details are not clear, so that more discussions are needed.
From [4], their Pros and Cons:

Pros
Cons
Solution 2b and 3b
1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework




Table 4: Conclusion of Solution 2b/3b
In our understanding, solution 2b is the general way for a UE to download an offline training model from its server if "CN" is regarded as UPF. So, even if without any specification impact of SA2/CT1, solution 2b can still work. Meanwhile RAN2 can also analyze whether it has specific requirement. For example, if RAN2 conclude AS layer needs to be aware of delivery of AI/ML model in UP data (e.g. for RAN to perform LCM), SA2 may design a new 5QI for AI/ML model transfer signaling.  
Observation 4: Solution 2b is the general way for a UE to download an offline training model from its server if "CN" is regarded as UPF
Observation 5: For Solution 2b, if RAN2 conclude AS layer needs to be aware of delivery of AI/ML model in UP data (e.g. for RAN to perform LCM), SA2/CT1 may have impacts (e.g. design a new 5QI for AI/ML model transfer signaling).  
Based on above analysis, we think RAN2 can first assume solution 2b is UP data between UE and UPF without SA2/CT1 impacts. And it can be used for a UE to download its offline training model.
Proposal 7: For Solution 2b, RAN2 agree below clarification:
· UP data is between UE and UPF without SA2/CT1 impacts (i.e. AI/ML model is transparent to UPF)
· It can be used for a UE to download its offline training model from its server.
Solution 3b is one solution captured in SA2 TR 23700-71. However, whether it becomes SA2 Rel-18/19 normative work should be decided in SA plenary. We believe RAN2 should not make conclusion / assumption on this solution. Meanwhile, we also think its benefit over Solution 3a (i.e. LPP solution) is not clear.
Observation 6: Solution 3b is one solution captured in SA2 TR 23700-71. However, whether it becomes SA2 Rel-18/19 normative work should be decided in SA plenary. Meanwhile, its benefit over Solution 3a (i.e. LPP solution) is not clear.
Thus, we suggest RAN2 to hold on further discussion for this solution, and proponents could start by triggering such discussion in SA2 first.
Proposal 8: RAN2 is kindly suggested to hold on discussion of solution 3b. And proponents could start by triggering such discussion in SA2 first. 
2.1.5 Solution 4
In Solution 4, Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP). In [4], its Pro and Cons is summarized in Table 5.
Pros
Cons
Solution 4
2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic


Table 5: Conclusion of Solution 4
The description of solution 4 is confusing because the procedure may not be transparent to 3GPP if OAM transfers the model to UE. Thus, we suggest to split solution 4 into the following two solutions:
· Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
· Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE
Proposal 9: Because the procedure may not be transparent to 3GPP if OAM transfers the model to UE, split solution 4 into the following two solutions:
· Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP)
· Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE


2.1.6 AI model authorization / registration 
In [3], below observation 1 is captured.
Observation 1: It is observed that some solutions may have impacts to other LCM aspects, which may be discussed in other agenda:
· Solution 4 may have impacts to LCM aspects, such as UE capability, Configuration, model activation/deactivation, switching
· For Solution 2a/2b, if it implies the AI model could be trained by CN, how CN collects data may be discussed, and it may require RAN to be responsible for the LCM and how to make RAN node be aware of AI/ML model needs to be considered further.
· For all solutions, AI model transmission authorization/registration procedure may be needed before model transfer/delivery, this may involve SA2 work

For Observation 1, we agree its first 2 bullets, but think 3rd bullet needs to wait RAN1 conclusion. Please note that the terminology of "model registration" is still not agreed in RAN1 yet, and its definition is not clear. Since RAN1 has started the discussion, we prefer to wait RAN1 conclusion.
Proposal 10: For AI model authorization / registration, RAN2 wait for RAN1 conclusion because the terminology of "model registration" is still not agreed in RAN1 yet, and its definition is not clear.
2.1.7 Impacts of model format  
In RAN1#112 [6], it was agreed to study model transfer in different model format, including:
· Proprietary format
· Open format of a known model structure at UE
· Open format of an unknown model structure at UE
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 
Since RAN1 has started the discussion on impacts of different model format, we think RAN2 don't need to involve in duplicated discussion. Thus, we propose that RAN2 continue current study of model transfer signaling with assumption that the model format is transparent in AS signaling before RAN1 provide their conclusion.
Proposal 11: To avoid duplicated discussion, RAN2 leave the discussion on impacts of different model format to RAN1 (i.e. Proprietary format. Open format of a known model structure and Open format of an unknown model structure).

3 Conclusion
In this contribution, we share our views on open issues of model transfer. Our observations are:
Observation 1: Solution 2a may work only if SA2 introduce a new / dedicated NF to manage AI/ML model. it is conflicted with Note in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced".
Observation 2: Solution 1b may change the basic concept of PDU session (i.e. UP tunnel) and basic UP protocol stack. It is conflicted with the NOTE in SID " The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced"
Observation 3: The benefit of Solution 1b over Solution 1a (i.e. CP solution between UE and gNB) is not clear.
Observation 4: Solution 2b is the general way for a UE to download an offline training model from its server if "CN" is regarded as UPF
Observation 5: For Solution 2b, if RAN2 conclude AS layer needs to be aware of delivery of AI/ML model in UP data (e.g. for RAN to perform LCM), SA2/CT1 may have impacts (e.g. design a new 5QI for AI/ML model transfer signaling).  
Observation 6: Solution 3b is one solution captured in SA2 TR 23700-71. However, whether it becomes SA2 Rel-18/19 normative work should be decided in SA plenary. Meanwhile, its benefit over Solution 3a (i.e. LPP solution) is not clear.

Based on observations, our proposals are:
Proposal 1: For Solution 1a, RAN2 agree the following clarifications: 
· NW terminated point: Its NW terminated point can be gNB or OAM/OTT-server in case of offline model training. In case of OAM/OTT-server, the signaling is similar to QoE (i.e. container in RRC).
· Delta signaling: It means AS level "delta signaling", i.e., RRC signaling can add/modify/release one AI/ML model, where the contents of the AI/ML model are transparent to gNB.
Proposal 2: For Solution 1a, RAN2 agree the following remaining issues to further study: 
1) RRC segmentation: Whether to increase maximum RRC segment number. It depends on RAN1 input on AI/ML model size per use case, and UE's memory modeling to store AI/ML model(s)        
2) New SRB: A new SRB with configurable priority can be considered. 
3) SRB loss-less HO: Support SRB re-establishment procedure and segmentation retransmission in HO (i.e. UE doesn't need to discard the previous transmitted RRC segments in HO). 
Proposal 3: Due to conflicted with WID NOTE, RAN2 is kindly suggested to hold on discussion of solution 2a. And proponents could start by triggering such discussion in SA2 first. 
Proposal 4: For Solution 3a, RAN2 agree the clarification that it can used in model transfer between UE and LMF for model inference of AI/ML based positioning. 
Proposal 5: For Solution 3a, RAN2 agree the following remaining issues to further study: 
· RRC segmentation: Whether to increase maximum RRC segment number. It depends on RAN1 input on AI/ML model size per use case, and UE's memory modeling to store AI/ML model(s)        
Proposal 6: Due to conflicted with WID NOTE, Solution 1b is precluded. Proponents could start by triggering such discussion in SA2 first. 
Proposal 7: For Solution 2b, RAN2 agree below clarification:
· UP data is between UE and UPF without SA2/CT1 impacts (i.e. AI/ML model is transparent to UPF)
· It can be used for a UE to download its offline training model from its server.
Proposal 8: RAN2 is kindly suggested to hold on discussion of solution 3b. And proponents could start by triggering such discussion in SA2 first. 
Proposal 9: Because the procedure may not be transparent to 3GPP if OAM transfers the model to UE, split solution 4 into the following two solutions:
· Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP)
· Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE
Proposal 10: For AI model authorization / registration, RAN2 wait for RAN1 conclusion because the terminology of "model registration" is still not agreed in RAN1 yet, and its definition is not clear.
Proposal 11: To avoid duplicated discussion, RAN2 leave the discussion on impacts of different model format to RAN1 (i.e. Proprietary format. Open format of a known model structure and Open format of an unknown model structure).
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