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1 Introduction
It has been discussed in the previous RAN1 and RAN2 meetings that the data collection requirements could differ for different LCM purposes. Even though the exact quantitative requirements depend on RAN1 conclusion, RAN2 could still do some qualitative analysis to better understand the implication to different data collection methods. 

	RAN1#110 Agreements:
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative.
Note: More aspects may be added as study progresses. 

Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.



2 Discussion
Issues related to data collection have been discussed in the email discussion [Post120][054][AIML18] Data Collection [1]. It seems common understanding that the requirements of data collection depend on the purpose of data collection. The four categories of data collection requirements seem agreeable to companies are: 
a) the content of the data, 
b) the data size, 
c) latency and periodicity, 
d) signalling and configuration aspects.  
In our understanding, a) the content of data will eventually depend on RAN1. From RAN2 perspective, RAN2 can start with some high level assumption before RAN1 conclusion:
· For AI based CSI feedback optimization, in our understanding the LCM procedure would mostly rely on the L1 measurement or CSI measurement to be specific. 
· For AI based beam management, the LCM procedure may at least rely on L3 cell/beam level measurement as well as the L1 CSI measurement. 
· For AI based positioning, 
· for AI model training, it would rely on the mapping of ground truth location and related radio measurement (including L1 and L3 measurements)
· for AI model inference and other LCM steps, it may rely on the L1 and L3 measurements
[bookmark: _Toc131752134]For the content of data to be collected during LCM, RAN2 can start with the following assumption before RAN1 conclusion:
a. [bookmark: _Toc131752135]AI based CSI: L1 CSI measurement
b. [bookmark: _Toc131752136]AI based BM: L1 CSI measurement, L3 beam measurement
c. [bookmark: _Toc131752137]AI based positioning: location information, L1 measurement, L3 measurement

Besides, AI based CSI/BM only makes sense when UE is in RRC connected state. In this sense, the data collection for AI inference/monitoring/selection/etc. for CSI/BM only should only take place in RRC connected state. For AI based positioning, it is a bit different since positioning in RRC Inactive state is supported in Rel17 and positioning in RRC Idle state is currently under Rel18 discussion. 
[bookmark: _Toc131748992]Data collection via LPP for positioning in RRC Inactive state is supported in Rel17.
[bookmark: _Toc131752138]Data collection for AI inference/monitoring/selection/etc. for CSI and BM is only performed in RRC connected state. 

With respect to b) data size, the exact data size depends on the actual AI algorithm/implementation and RAN1 also has a say on this.  Qualitatively, in our understanding the data size needed for AI training (especially offline training) is usually larger than the data size needed for AI update/inference/monitoring/selection/etc. In particular, AI update can be seen as a smaller scale AI training. Besides, for per time of AI inference there could be a plenty of inputs needed, while for per time AI monitoring/selection/etc. it could be as simple as comparing a predicted result with a ground truth value. In this sense, the data size needed for AI inference could be considered larger than AI monitoring/selection/etc.
In addition, in order to better support data collection for AI model training (especially offline training), RAN2 is suggested to study approaches that can transmit measurements related to AI model training in one package, instead of per measurement report manner as in legacy.

	Data size (per time of AI operation)
	High
	Medium High
	Medium Low
	Low

	AI operation
	AI model training
	AI model update
	AI model inference
	AI model monitoring/selection/
activation/deactivation/switch/fallback



[bookmark: _Toc131752139]RAN2 considers the data size requirements for (per time of) AI operations as following: AI model training > update > inference > monitoring/selection /activation/deactivation/switch/fallback

[bookmark: _Toc131752140]For AI training data collection, RAN2 studies approaches to support sending training data (e.g., collection of measurements) in one package from UE to NW. 

In terms of c) latency and periodicity, qualitatively speaking, AI inference usually happens most frequently compared to other AI operation. Because AI update/monitoring/selection/etc. is performed based on the AI model performance in a period of time and AI training (especially offline training) is performed based on a series of AI monitoring (potentially from multiple UEs). Thus, similarly, we can qualitatively categorize the latency and periodicity requirements as in the table below.

	Latency and periodicity
	High
	Medium
	Low

	AI operation
	AI model training
	AI model update/monitoring/
selection/activation/deactivation/switch/fallback
	AI model inference



[bookmark: _Toc131752141]RAN2 considers the latency/periodicity requirements for AI operations as following: AI model training > update/monitoring/selection/activation/deactivation/switch/fallback > inference.


Based on the above analysis, we propose to update the table endorsed from last meeting in R2-2302286 [2] by adding two columns as following, namely Applicable Use Cases and Applicable LCM steps. The applicable use cases and LCM steps for UAI is FFS because it really depends on what assistance information UE will report to the NW. Besides, it is unclear to us the usefulness of early measurement reporting. 
[bookmark: _Toc131752142]RAN2 update the following table to capture the applicable use cases and LCM steps for each data collection method. 
	
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	Irrelevant columns omitted
	Applicable Use Cases
	Applicable LCM steps

	Logged MDT
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	…
	BM, 
Positioning
	Training, 
Update



	Immediate MDT
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	…
	BM, 
Positioning
	Training, 
Update



	L3 measurements reporting
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	…
	BM,
Positioning
 
	Training,
Update,
Inference,
Monitoring,
Selection/etc.

	L1 measurement reporting (CSI reporting)
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	…
	CSI,
BM,
Positioning
	Training,
Update,
Inference,
Monitoring,
Selection/etc.

	UAI
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	…
	FFS
	FFS

	Early measurements reporting
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	…
	FFS
	FFS

	LPP
	RRC_CONNECTED/ RRC_INACTIVE
	<9kbyte
	Location info, 
Sensor info,
Positioning measurement
	…
	Positioning
	Training,
Update,
Inference,
Monitoring,
Selection/etc.




3	Conclusion

Based on the discussion above, we observe:
Observation 1	Data collection via LPP for positioning in RRC Inactive state is supported in Rel17.


Based on the discussion above, we propose:

Proposal 1	For the content of data to be collected during LCM, RAN2 can start with the following assumption before RAN1 conclusion:
a.	AI based CSI: L1 CSI measurement
b.	AI based BM: L1 CSI measurement, L3 beam measurement
c.	AI based positioning: location information, L1 measurement, L3 measurement
Proposal 2	Data collection for AI inference/monitoring/selection/etc. for CSI and BM is only performed in RRC connected state.
Proposal 3	RAN2 considers the data size requirements for (per time of) AI operations as following: AI model training > update > inference > monitoring/selection /activation/deactivation/switch/fallback
Proposal 4	For AI training data collection, RAN2 studies approaches to support sending training data (e.g., collection of measurements) in one package from UE to NW.
Proposal 5	RAN2 considers the latency/periodicity requirements for AI operations as following: AI model training > update/monitoring/selection/activation/deactivation/switch/fallback > inference.
Proposal 6	RAN2 update the following table to capture the applicable use cases and LCM steps for each data collection method.

	
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	Irrelevant columns omitted
	Applicable Use Cases
	Applicable LCM steps

	Logged MDT
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	…
	BM, 
Positioning
	Training, 
Update



	Immediate MDT
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	…
	BM, 
Positioning
	Training, 
Update



	L3 measurements reporting
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	…
	BM,
Positioning
 
	Training,
Update,
Inference,
Monitoring,
Selection/etc.

	L1 measurement reporting (CSI reporting)
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	…
	CSI,
BM,
Positioning
	Training,
Update,
Inference,
Monitoring,
Selection/etc.

	UAI
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	…
	FFS
	FFS

	Early measurements reporting
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	…
	FFS
	FFS

	LPP
	RRC_CONNECTED/ RRC_INACTIVE
	<9kbyte
	Location info, 
Sensor info,
Positioning measurement
	…
	Positioning
	Training,
Update,
Inference,
Monitoring,
Selection/etc.
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