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1. Introduction

To support increased data rate of various sidelink applications e.g. sensor information (video) sharing between vehicles with high degree of driving automation, commercial use cases etc, NR sidelink evolution was approved for Release 18 and revised in [1]. One of the scopes is to support sidelink on unlicensed spectrum for both mode 1 and mode 2, while in mode 1 Uu is on licensed band. 
In RAN2#120 meeting, consistent LBT failure was discussed and following agreements were made

	Agreements on cast type/DST/unicast link specific SL consistent LBT failure detection 

1: 
Working assumption: SL-specific consistent LBT failure detection is not relevant to cast type/DST/unicast link.

Agreements on mode 2 UE in RRC connected
1: 
In SL-U, support the mechanism that a mode-2 UE in RRC_CONNECTED can indicate the SL-specific consistent LBT failure to the gNB.


In RAN2#121 meeting, consistent LBT failure was further discussed and following agreements were made

	Agreements on SL consistent LBT failure
1: 
Consistent LBT failure does not trigger the UE in RRC idle/inactive to enter RRC connected.

2:
Working assumption:


- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.


- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.


- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.


- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.

3:
Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
Agreements on SL LBT failure indication granularity
1: 
SL LBT failure indication granularity is per SL RB set.


In this paper, we further discuss the details issue relates to per SL RB set consistent LBT failure.

2. Consistent LBT failure detection
In RAN2#121 meeting, per SL RB set granularity is agreed for SL LBT failure indication. Thus, the counter for consistent LBT failure detection can be maintained per SL RB set by receiving SL LBT failure indication. Correspondingly, the timer is also (re)started/stopped per SL RB set. In the legacy NR Uu, consistent LBT failure configuration is per uplink BWP. And for NR SL-U, there have two options for the consistent LBT failure configuration
1. Per SL BWP configuration: the value of timer and threshold is same for all RB set in the SL BWP

2. Per SL RB set configuration: the value of timer and threshold is configured independently for each RB set.

Although option 2 is more flexible, we do not see the strong need to enable per RB set configuration for consistent LBT failure since it is expected that the handling is equally same among different RB sets. Moreover, currently the SL configuration is usually per SL BWP, so we think option 1 is more suitable for consistent LBT failure configuration

Proposal 1: Counter and timer for SL consistent LBT failure detection is maintained per RB set, while the corresponding configuration is per SL BWP
According to RAN1 discussion, one resource pool may contain one or multiple RB sets. If consistent LBT failure is detected for specific RB set within the resource pool, it means partial resource of the resource pool cannot be used. In case multiple resource pools are available for UE selection during mode 2 resource (re)selection, such kind of resource pool which includes RB set for which consistent LBT failure was detected, is worse than other resource pool, since only partial resource can be selected and may decrease the possibility to select “good” resource for transmission. Thus, we think such kind of resource pool can be de-prioritized during resource (re)selection.
Proposal 2: De-prioritize resource pool(s) which includes RB set for which consistent LBT failure was detected during resource (re)selection procedure for mode 2 UE. 
Further, for mode 2 resource (re)selection, if consistent LBT failure is detected for specific RB set, those resources which are already reserved in such RB set if any, need to be dropped. And resource (re)selection for dropped resource is triggered. Moreover, resource on problematic RB set cannot be selected for new MAC PDU transmission until the RB set is recovered from consistent LBT failure.
Proposal 3: For mode 2 UE, drop and trigger resource (re)selection for reserved resource on the problematic RB set if any

Proposal 4: For mode 2 UE, restrict resource (re)selection for the problematic RB set for any new transmission, until the consistent LBT failure for the RB set is recovered
3. Consistent LBT failure recovery
It was agreed in last meeting that UE uses the MAC CE to report consistent LBT failure to the gNB. So after consistent LBT failure is detected for specific RB set, Tx UE will generate MAC CE for SL LBT failure reporting if there are UL-SCH resources available for new transmission and these UL-SCH resources can accommodate the SL LBT failure MAC CE plus its subheader as a result of logical channel prioritization. Otherwise, scheduling request is triggered for SL LBT failure MAC CE.
Proposal 5: For RRC CONNECTED UE, if consistent LBT failure has not been detected for all RB sets ofa resource pool, UE generates a SL LBT failure MAC CE if there are UL-SCH resources available, otherwise UE triggers SR for SL LBT failure MAC CE
For RRC CONNECTED UE, after reporting the SL LBT failure to gNB, the problematic RB set can be avoided by gNB reconfiguration for the RB set. However, for RRC IDLE and out-of-coverage UE, gNB can not reconfigure RB set dedicatedly for the UE, so UE autonomous recovery for problematic RB set is needed, otherwise, UE cannot select the resource from such RB set forever even if the RB set can be recovered. 
The simplest way to recover the RB set is to wait for a time period. And after the time duration, UE can regard the RB set is recovered. Such solution is simple and easy to use, but on the other hand the RB set is actually not recovered e.g. the load from inter-RAT on the RB set is still very high and consistent LBT failure can be detected again, which may waste the resource and results in packet loss. In this case, UE can further perform LBT on the problematic RB set to see if the RB set is recovered from consistent LBT failure e.g. the RB set is recovered if LBT is succeed on the RB set. Or UE can determine the RB set is recovered from consistent LBT failure via CBR measurement results.
Proposal 6: RAN2 further study the autonomous consistent LBT failure recovery for RB set for RRC IDLE or out-of-coverage scenario.

If consistent LBT failure is detected for all RB sets and not cancelled or recovered, the SL-RLF is triggered for all UC connections, as agreed in last meeting. For SL UE in RRC CONNECTED mode, SL UE is triggered to send SidelinkUEInformationNR to gNB upon the trigger of consistent LBT failure for all RB sets to report the SL RLF. There are two ways to report SL RLF which caused by consistent LBT failure

1) SL UE report consistent LBT failure in SL-Failure IE with a new cause

2) SL UE report consistent LBT failure in a new IE

For option 1, since SL-Failure is indicated per destination, so when SL RLF is triggered by consistent LBT failure, SL-Failure will be reported for all unicast connections with the same cause for consistent LBT failure. The advantage of this option is maximally reuse the existing signalling structure. But on the other hand will results in signalling overhead. Alternatively, option 2 can use one IE (minimum 1 bit) to indicate SL RLF for all UC connections caused by consistent LBT failure, which has minimum signalling overhead.
Proposal 7: RAN2 further study following solutions for SL RLF reporting which caused by consistent LBT failure
1)
SL UE report consistent LBT failure in SL-Failure IE with a new cause

2)
SL UE report consistent LBT failure in a new IE

4. Conclusion

In this contribution, the following observations and proposals are made:
Proposal 1: Counter and timer for SL consistent LBT failure detection is maintained per RB set, while the corresponding configuration is per SL BWP
Proposal 2: De-prioritize to select resource pool which includes RB set that detected consistent LBT failure during resource (re)selection procedure for mode 2 UE. 

Proposal 3: For mode 2 UE, drop and trigger resource (re)selection for reserved resource on the problematic RB set if any

Proposal 4: For mode 2 UE, restrict resource (re)selection for the problematic RB set for any new transmission, until the consistent LBT failure for the RB set is recovered
Proposal 5: For RRC CONNECTED UE, if not all RB sets have detected consistent LBT failure in the resource pool, generate SL LBT failure MAC CE if there has available UL-SCH resource, otherwise trigger SR for SL LBT failure MAC CE

Proposal 6: RAN2 further study the autonomous consistent LBT failure recovery for RB set for RRC IDLE or out-of-coverage scenario.

Proposal 7: RAN2 further study following solutions for SL RLF reporting which caused by consistent LBT failure

1)
SL UE report consistent LBT failure in SL-Failure IE with a new cause

2)
SL UE report consistent LBT failure in a new IE
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