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1	Introduction
In last RAN2 meeting, RAN2 discussed the consistent LBT for SL-U and achieved some WAs and agreements [1].
In this contribution, we would like to discuss some remaining issues related to consistent LBT failure and have corresponding proposals.
2	Discussion
[bookmark: OLE_LINK1]2.1 SL-specific LBT failure indication 
In last RAN2 meeting, RAN2 agreed that SL LBT failure indication granularity is per SL RB set. 
	Agreements on SL LBT failure indication granularity
1: 	SL LBT failure indication granularity is per SL RB set.



In addition, RAN1 agreed that multi-channel transmission is supported which means a SL transmission may cross multiple RB sets. In this case, different from NR-U, where only one LBT failure indication is provided from PHY to MAC, in SL-U, more than one LBT failure indication may be delivered from PHY to MAC for a SL transmission if this transmission is not transmitted due to LBT failure. 
	Agreement
For dynamic channel access mode with multi-channel case in SL-U, NR-U UL channel access procedure is considered as baseline for transmission on multiple channels
· FFS: whether transmission of PSFCH and/or S-SSB on a subset of RB sets is supported (using the NR-U DL channel access procedure as baseline)
· FFS any necessary enhancement and modification for the SL-U operation



Proposal 1: For a multi-channel SL transmission, PHY can deliver more than one LBT failure indication if this SL transmission is not transmitted due to LBT failure. 
2.2 SL-specific consistent LBT failure detection
Regarding SL-specific consistent LBT failure detection, different from NR-U, where more than one active BWP can be supported on a single carrier, in SL-U, only one single BWP can be configured. In this case, if the granularity of SL-specific consistent LBT failure detection is per BWP, upon consistent LBT failure, UE has no chance on autonomous switching to recovery but can only declare RLF. From this perspective, RLF may be triggered frequently especially when the maximum allowed failure is configured with a relative small value.
Observation 1: RLF may be triggered frequently if SL-specific consistent LBT failure is detected per BWP. 
For the other two candidates, i.e., per resource pool or per RB set, even RAN2 agreed LBT failure indication is delivered per RB set, it is not preferred to set the granularity of SL-specific consistent LBT failure detection as per RB set for the following reasons：
· [bookmark: OLE_LINK3]If the granularity is per RB set, upon SL-specific consistent LBT failure detection, UE can autonomously change to another RB set that SL-specific consistent LBT failure has not been detected and preform resource reselection on that RB set. In this case, resource (re)selection is limited to a RB set while the existing resource selection is based on resource pool.
· RAN1 has reached the agreement that resource pool can have larger granularity than RB set, i.e., include integer RB sets. 
	Agreement
· Only one SL BWP is (pre-)configured within a carrier
· The SL BWP is (pre-)configured to include one or multiple SL resource pools
· At least support that one SL resource pool can be (pre-)configured to include integer number of RB sets
· FFS: whether/how to support one SL resource pool can include sub-set of PRBs of one RB set
· FFS: the applicable resource pool
· FFS: the impact on sub-channel size and number of sub-channels in a resource pool if sub-channel is supported



If the granularity is per RB set, UE may need to further determine how to select the RB set that SL-specific consistent LBT failure has not been detected to switch to, e.g., RB set within the same resource pool or RB set on the other resource pool. In addition, when multiple resource pools are configured and each of them includes multiple RB sets, UE needs to try autonomous switching a lot of times before RLF can be triggered even when the environment is pretty congested over all the configured resource pools. 
· We have reached the WA to use MAC CE to indicate the consistent LBT failure to the gNB. If the granularity is per RB set, some additional information is needed to indicate the associated resource pool of the RB set where SL-specific consistent LBT failure is detected, unless each RB set on different resource pool has a unique index. 
Based on the above analysis, SL-specific consistent LBT failure should not be detected per RB set but per resource pool. 
Proposal 2: The granularity of SL-specific consistent LBT failure detection is per resource pool. 
In NR-U, RRC controls the consistent LBT failure detection and recovery by configuring a maximum count and a detection timer, which are configured and maintained per BWP. In previous RAN2 meeting, we have agreed to reuse NR-U parameters and variables as a baseline. However the granularity of the parameters are not determined. 
5:	As in NR-U, introduce the following parameters and variables for the SL-specific consistent LBT failure detection in SL-U as the baseline:
	- An SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER);
	- An SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount);
	- An SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer).
With proposal 3, if SL-specific consistent LBT failure detection is performed per resource pool, then the counter and timer should be maintained per resource pool, i.e. for each resource pool, if LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter associated with the resource pool (e.g. SL_LBT_COUNTER) is incremented by one and the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) associated with the resource pool is started or restarted. 
Proposal 3: The SL-specific LBT failure indication counter and the SL-specific LBT failure detection timer is maintained per resource pool. 
Even resource pool can include integer number of RB sets, however for a certain RB set, it is possible that sub-set of PRBs of the RB set is included in one resource pool while the other sub-set of PRBs is included in another resource pool. For this case, we think even a resource pool only contains sub-set of PRBs of a RB set, the LBT indication associated with this RB set should be counted for this resource pool during SL-specific consistent LBT failure detection. 
	Agreement
· Only one SL BWP is (pre-)configured within a carrier
· The SL BWP is (pre-)configured to include one or multiple SL resource pools
· At least support that one SL resource pool can be (pre-)configured to include integer number of RB sets
· FFS: whether/how to support one SL resource pool can include sub-set of PRBs of one RB set
· FFS: the applicable resource pool
· FFS: the impact on sub-channel size and number of sub-channels in a resource pool if sub-channel is supported



Proposal 4: During SL-specific LBT failure detection, LBT failure indication of a RB set for which only sub-set of PRBs belongs to the resource pool should be counted. 
Regarding the granularity of the configuration of the count threshold/detection timer, we think even the consistent LBT failure is detected per resource pool, there is no need to configure different values of the threshold/timer for each resource pool. A common value configured per SL BWP/carrier and applied to all the resource pools associated with the BWP/carrier is enough.
Proposal 5: The SL-specific LBT failure indication count threshold and the SL-specific LBT failure detection timer is configured per SL BWP/carrier. 
2.3 SL-specific consistent LBT failure recovery 
In last RAN2 meeting, we have reached the following WA:
	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled


However, we think autonomous switching should only apply to mode 2 UE and with our proposal 3, we propose to confirm the WA as the following agreement.  
Proposal 6: Confirm the WA as agreement “Support the change of resource pool of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE operating in mode 2 upon consistent LBT failure detection”. 
In addition, with proposal 3, if consistent LBT failure has been detected on all the resource pools, UE should trigger SL RLF for all UC connections. 
	2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.


Proposal 7: Confirm the WA as agreement “UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools.”
Regarding the consistent LBT failure report to the network, during last meeting, we achieved the following WA. Therefore, with proposal 3, we propose the follow WA as agreement. 
	2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.



Proposal 8: Confirm the WA as agreement “UE uses the MAC CE to report consistent LBT failure to the gNB”.
With proposal 3, it is proposed to introduce a bitmap to indicate where SL-specific consistent LBT failure has been triggered, i.e., 1 indicates SL-specific consistent LBT failure has been triggered and not cancelled on the resource pool associated with the index. However, even there are at most 8 TX resource pools configured for a single BWP, since we have agreed to support CA in Rel-18, a single octet is not enough. The size of the bitmap depends on the maximum allowed aggregated number of carrier, e.g. if maximum 32 carriers can be aggregated, the bitmap should be four-octet format. 
Proposal 9a: Confirm the WA as agreement “The MAC CE indicates SL pool where SL consistent LBT failure was declared”.
Proposal 9b: The MAC CE includes a bitmap to indicate where SL consistent LBT failure was declared. The size of the bitmap depends on the maximum allowed aggregated number of carrier. 
In NR-U, a dedicated SR configuration was introduced for consistent LBT failure reporting. The motivation is to assist the network to acknowledge the occurrence of consistent LBT failure through the dedicated SR resource and then recover accordingly. Similarly, since we have already agreed to support the report of SL consistent LBT failure to the network for UE operating in both mode 1 and RRC_CONNECTED mode 2, in case there is no resource available upon triggering of the report, SR needs to be triggered to request uplink resource. Therefore RAN2 needs to discuss whether to define a dedicated SR configuration for SL consistent LBT reporting. 
Proposal 10: RAN2 to discuss the SR configuration associated with SL-specific consistent LBT failure reporting.
2.4 Cancellation of SL-specific consistent LBT failure 
In last RAN2 meeting, we have agreed whether/how the triggered consistent SL LBT failure is cancelled is FFS:
	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled


In NR-U, UE needs to cancel the consistent LBT failure on the serving cells if any in the following cases. 
· Case 1: upon deactivation of the SCell, cancel, if any, triggered consistent LBT failure for the SCell.
· Case 2: upon MAC reset, cancel, if any, triggered consistent LBT failure
· Case 3: upon reception of a PDCCH for BWP switching, cancel, if any, triggered consistent LBT failure for this Serving Cell
· Case 4: upon successful transmission of the consistent LBT failure MAC CE, cancel all the triggered consistent LBT failure(s) in SCell(s) for which consistent LBT failure was indicated 
· Case 5: upon complete of RACH on the SpCell which has triggered consistent LBT failure, cancel all the triggered consistent LBT failure(s) in the SpCell
· Case 6: upon reconfiguration of the consistent LBT failure related parameters for this serving cell, cancel all the triggered consistent LBT failure(s) in this serving cell
When it comes to SL-U, generally we should reuse the NR-U cancellation mechanism as much as possible. Besides case 3 and case 5, i.e., BWP switching and RACH are not supported on SL, all the others cases should be supported. Case 1/2/6 should be applied commonly to UEs operating in both mode 1 and mode 2 while for case 4, firstly with proposal 3, it should be the cancellation of SL-specific consistent LBT failure in resource pools for which SL-specific consistent LBT failure was indicated, secondly this case only applies to UE operating in mode 1 and RRC_connected UE operating in mode 2. 
Proposal 11a: The SL-specific consistent LBT failure is cancelled in the following cases for UEs operating in both mode 1 and mode 2. 
· Case 1: upon deactivation of the carrier, cancel, if any, triggered SL-specific consistent LBT failure for the resource pools associated with this carrier.
· Case 2: upon MAC reset, cancel, if any, triggered SL-specific consistent LBT failure.
· Case 3: upon reconfiguration of the consistent LBT failure related parameters for the carrier, cancel all the triggered consistent LBT failure(s) for the resource pools associated with this carrier.
Proposal 11b: The SL-specific consistent LBT failure is cancelled in the following case for UEs operating in mode 1 and RRC_CONNECTED UEs operating in mode 2. 
· Case 4: upon successful transmission of the SL-specific consistent LBT failure MAC CE to the network, cancel all the triggered consistent LBT failure(s) in resource pools for which consistent LBT failure was indicated.
However, for UE operating in mode 2 but in RRC_IDLE/INACTIVE states, since reporting to the NW is not supported, upon SL-specific consistent LBT failure detection, there is no other means to cancel this consistent LBT failure status unless the carrier is deactivated or MAC is reset or related parameters are reconfigured. In this case, some other mechanism should be introduced to allow the UE to cancel the consistent LBT failure and reuse the resources for SL communication. 
Proposal 11c: RAN2 to discuss how to cancel the SL-specific consistent LBT failure in a resource pool for RRC_IDLE/INACTIVE UEs operating in mode 2. 
2.5 LBT impact on SL-RLF
In Rel-16, we have introduced HARQ-based Sidelink RLF detection which is used to detect Sidelink RLF based on a number of consecutive DTX on PSFCH reception occasions for a PC5-RRC connection. UE maintains a variable which needs to be incremented by 1 in case PSFCH reception is absent on the PSFCH reception occasion and upon this variable reaching the maximum number, HARQ-based Sidelink RLF is detected.  
When it comes to SL-U, with the impact of LBT, PSFCH may be not available due to LBT failure, without the knowledge of the reason for the absent of PSFCH, UE may increase the variable blindly and SL-RLF may be triggered frequently especially when the channel conditions are not good or the sl-maxNumConsecutiveDTX is configued with a relatively low value, i.e., as small as 1. Therefore, we think some additional mechanism needs to be introduced to assist the UE to distinguish between LBT failure and real PSFCH absent to overcome the LBT impact on HARQ-based Sidelink RLF.
Acually there was some discussion on this issue in previsou RAN2 meeting. Some companies think if LBT failure granularity is per resource pool, the UE may switch to the different resource pool to avoid frequent HARQ feedback transmission failure. However we think this issue is independent with the granularity of consistent LBT failure since the detection of consistent LBT failure is for the “transmission side” but actually the receiving UE which provides the corresponding HARQ feedback may have no data transmission requirement, in which case the consistent LBT failure may not be triggered at all. Besides, some candidate solutions were proposed, 
· LBT based solution: TX UE performs LBT for the reception of HARQ feedback and dependent on the result of the LBT, the UE increases or suspends the counter value. However, this solution will introduce additional complexity on UE implementation since the UE needs to perform LBT even there is no transmission requirement which is unnecessary. In addition, this solution may not be accurate enough since LBT failure detection on TX UE side does not mean LBT failure in RX UE due to hidden node problem. 
· Multiple PSFCH based solution: single PSSCH transmission is associated with multiple PSFCH resources and the TX UE increases the DTX counter when it fails to detect the HARQ feedback on all the associated PSFCH resources. 
· RSSI/CBR based solution: take the measured RSSI/CBR into account when determining whether to increase the counter or not. The existing RSSI/CBR measurement result can more or less reflect the channel condition, which can be used as a reference to estimate whether the absent of PSFCH is due to LBT failure or real RLF, i.e., when the measurement RSSI/CBR is above a threshold, UE does not increase the counter upon detection of no HARQ feedback on the PSFCH resource. 
Among all the proposed candidates, multiple PSFCH based solution is the most straightforward solution and has the least spec impact. Considering RAN1 already agreed to support multiple PSFCH, we propose RAN2 to agree with this solution and further update the current RLF procedure that the TX UE increases the counter when it fails to detect the HARQ feedback on all the associated PSFCH resources. 
	Agreement
For dynamic channel access mode with multi-channel case in SL-U, use NR-U DL (Type A or Type B) multi-channel access procedure as the baseline for multiple PSFCH transmissions on multiple channels, where each PSFCH transmission is confined within one LBT channel 
· FFS: the case for S-SSB if agreed to transmit S-SSB (or S-SSB can be (pre-)configured) in more than one RB set
· FFS: whether type A or type B or both will be supported for this case for PSFCH
· FFS: whether multiple PSFCH transmissions on multiple channels after performing the multi-channel access procedure is limited to contiguous RB sets



Proposal 12: RAN2 agree that the TX UE increases the DTX counter by one when it fails to detect the HARQ feedback on all the associated PSFCH resources.
In addition, with the introduction of multiple PSFCH, where each PSFCH occupies one RB set, since LBT failure indication is delivered per RB set and if LBT failure is detected in consecutive PSFCH transmissions, SL-specific consistent LBT failure may be triggered frequently especially when the count threshold is configured with a relative small value. In this case, we think some additional mechanism needs to be introduced to relieve the impact on SL-specific consistent LBT failure detection from multiple PSFCH. Simlilar solution as SL-RLF can be adopted, i.e., TX UE increases the SL-specific LBT failure indication counter by one when it fails to detect the HARQ feedback on all the assocaited PSFCH resources. 
Proposal 13: RAN2 to discuss how to relieve the impact on SL-specific consistent LBT failure detection from multiple PSFCH. 
[bookmark: OLE_LINK6]2.6 LBT impact on PUCCH reporting
Based on current specification, TX UE operating in mode 1 and configured with PUCCH resource needs to provide corresponding HARQ feedback to the network for the PSSCH transmission if PUCCH is configured. 
In SL-U, for SL transmissions on dynamic SL grant or configured SL grant, if the initial transmission and retransmissions are not transmitted due to LBT failure, in order to request further scheduled retransmissions from the network, TX UE needs to provide NACK on PUCCH if PUCCH is configured. If at least one of the initial transmission and retransmissions is transmitted successfully, TX UE provides the HARQ feedback on PUCCH based on the received PSFCH for HARQ-enabled packet and based on UE implementation for HARQ-disabled packet as in legacy. 
Proposal 14: For SL transmissions on DG or CG, if the initial transmission and retransmissions are not transmitted due to LBT failure, TX UE provides NACK on PUCCH if configured.
Another case is for scheduled retransmission, if all the three retransmissions are not transmitted due to LBT failure, TX UE needs to provide NACK on PUCCH to require the following scheduled retransmissions.
Proposal 15: For scheduled SL HARQ-enabled retransmission, if all the retransmissions are not transmitted due to LBT failure, TX UE provides NACK on PUCCH if configured.
2.7 LBT impact on CSI/IUC reporting 
Based on current specification, CSI reporting/IUC reporting is required to be transmitted within a configured latency if triggered and is cancelled as long as the CSI MAC CE/IUC MAC CE is generated. However, if the corresponding MAC PDU is not transmitted due to LBT failure, how to handle the out of date CSI/IUC information should be discussed. Actually in NR-U, there was some similar discussion on BSR/PHR and the final conclusion is to leave to UE implementation to handle. 
	NOTE 3:	If a HARQ process is configured with cg-RetransmissionTimer and if the PHR is already included in a MAC PDU for transmission on configured grant by this HARQ process, but not yet transmitted by lower layers, it is up to UE implementation how to handle the PHR content.
NOTE 5:	If a HARQ process is configured with cg-RetransmissionTimer and if the BSR is already included in a MAC PDU for transmission on configured grant by this HARQ process, but not yet transmitted by lower layers, it is up to UE implementation how to handle the BSR content.



If we follow the NR-U principle, there is no need to define any specified solutions for this case and how to handle the out of date CSI/IUC information can be up to UE implementation. The CSI/IUC reporting should be cancelled as long as the CSI MAC CE/IUC MAC CE is generated regardless of the LBT outcome.
Proposal 16: How to handle the out of date CSI/IUC information due to LBT failure is up to UE implementation.
Proposal 17: CSI/IUC reporting should be cancelled as long as the CSI MAC CE/IUC MAC CE is generated regardless of the LBT outcome.
2.8 Configured grant enhancement
In last RAN2 meeting, RAN2 discussed about whether to support CGRT for SL-U and achieved the following WA. Even we do see some benefit to support CGRT, i.e., restrict the number of retransmission, considering there is no significant issue to not support it, we would like to follow the majority view to confirm the WA as agreement. 
	Agreement on SL CG
1: Working assumption: Not to support CG retransmission timer in SL-U


Proposal 18: Confirm the WA as agreement “Not to support CG retransmission timer in SL-U”.
However, even CGRT is not supported, it still remains unclear whether autonomous retransmission is supported or not. Actually in R16/17 SL, three transmission opportunities are configured for a certain HARQ process within the same CG period. This can be considered as some kind of autonomous retransmission but at most two retransmissions are supported since cross CG period retransmission is not allowed. From this perspective, if more retransmissions on CG are allowed, asynchronous HARQ needs to be supported, i.e., UE selects HARQ process among the configured HARQ process by implementation. In addition, compared with R16/17 SL, this is some kind of cross-CG period retransmission, which is not supported in the earlier releases thus requires some further discussion in RAN1. Moreover, as indicated by some other companies the network will work on licensed band, which means the gNB can initiate a dynamic SL retransmission without any impact from LBT, so the requirement to support autonomous retransmission is not that fierce and UE can just rely on the scheduled dynamic retransmission if needed. Therefore, we think there is no need to support cross-CG period autonomous retransmission and asynchronous HARQ.
Proposal 19: RAN2 to agree to not support cross-CG period autonomous retransmission and asynchronous HARQ. 
3	Conclusion		
In this contribution, we discussed about SL consistent LBT failure and provide corresponding observations and proposals:
Observation 1: RLF may be triggered frequently if SL-specific consistent LBT failure is detected per BWP. 
Proposal 1: For a multi-channel SL transmission, PHY can deliver more than one LBT failure indication if this SL transmission is not transmitted due to LBT failure. 
Proposal 2: The granularity of SL-specific consistent LBT failure detection is per resource pool. 
Proposal 3: The SL-specific LBT failure indication counter and the SL-specific LBT failure detection timer is maintained per resource pool. 
Proposal 4: During SL-specific LBT failure detection, LBT failure indication of a RB set for which only sub-set of PRBs belongs to the resource pool should be counted. 
Proposal 5: The SL-specific LBT failure indication count threshold and the SL-specific LBT failure detection timer is configured per SL BWP/carrier. 
Proposal 6: Confirm the WA as agreement “Support the change of resource pool of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE operating in mode 2 upon consistent LBT failure detection”. 
Proposal 7: Confirm the WA as agreement “UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools.”
Proposal 8: Confirm the WA as agreement “UE uses the MAC CE to report consistent LBT failure to the gNB”.
Proposal 9a: Confirm the WA as agreement “The MAC CE indicates SL pool where SL consistent LBT failure was declared”.
Proposal 9b: The MAC CE includes a bitmap to indicate where SL consistent LBT failure was declared. The size of the bitmap depends on the maximum allowed aggregated number of carrier. 
Proposal 10: RAN2 to discuss the SR configuration associated with SL-specific consistent LBT failure reporting.
Proposal 11a: The SL-specific consistent LBT failure is cancelled in the following cases for UEs operating in both mode 1 and mode 2. 
· Case 1: upon deactivation of the carrier, cancel, if any, triggered SL-specific consistent LBT failure for the resource pools associated with this carrier.
· Case 2: upon MAC reset, cancel, if any, triggered SL-specific consistent LBT failure.
· Case 3: upon reconfiguration of the consistent LBT failure related parameters for the carrier, cancel all the triggered consistent LBT failure(s) for the resource pools associated with this carrier.
Proposal 11b: The SL-specific consistent LBT failure is cancelled in the following case for UEs operating in mode 1 and RRC_CONNECTED UEs operating in mode 2. 
· Case 4: upon successful transmission of the SL-specific consistent LBT failure MAC CE to the network, cancel all the triggered consistent LBT failure(s) in resource pools for which consistent LBT failure was indicated.
Proposal 11c: RAN2 to discuss how to cancel the SL-specific consistent LBT failure in a resource pool for RRC_IDLE/INACTIVE UEs operating in mode 2. 
Proposal 12: RAN2 agree that the TX UE increases the DTX counter by one when it fails to detect the HARQ feedback on all the associated PSFCH resources.
Proposal 13: RAN2 to discuss how to relieve the impact on SL-specific consistent LBT failure detection from multiple PSFCH. 
Proposal 14: For SL transmissions on DG or CG, if the initial transmission and retransmissions are not transmitted due to LBT failure, TX UE provides NACK on PUCCH if configured.
Proposal 15: For scheduled SL HARQ-enabled retransmission, if all the retransmissions are not transmitted due to LBT failure, TX UE provides NACK on PUCCH if configured.
Proposal 16: How to handle the out of date CSI/IUC information due to LBT failure is up to UE implementation.
Proposal 17: CSI/IUC reporting should be cancelled as long as the CSI MAC CE/IUC MAC CE is generated regardless of the LBT outcome.
Proposal 18: Confirm the WA as agreement “Not to support CG retransmission timer in SL-U”.
[bookmark: _GoBack]Proposal 19: RAN2 to agree to not support cross-CG period autonomous retransmission and asynchronous HARQ. 
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