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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In [1], Artificial Intelligence and machine learning for air interface is proposed. In last meeting, several model delivery options were proposed. In this contribution, we give our understanding on the general architecture.
Discussion
Model ID
In previous meeting, model ID is assumed. We understand there may be two types of mode ID. During the model deployment or model registration, model ID can be used to identify a specific AI model. By this, the signalling can be reduced compared with transmitting the whole model image. To achieve common understand among UE and NW, the model ID should be PLMN or globally unique. The unique model ID can be allocated by operator or defined by spec.
Proposal 1: Model ID can be used to identify one AI model during initial model deployment or model registration. The model ID should be PLMN or globally unique.
The model ID may be long to achieve PLMN or globally unique. After deployment or registration, only limited number of AI models are available at one UE. During subsequent LCM, each model can be associated with another index, which can be locally unique within a UE. The model index can be allocated by gNB or UE, depending which node generates the model. Therefore, the model index can be much shorter, which is more efficient. During model switch, only the target model index is indicated.
Proposal 2: Model index can be used to identify one AI model during LCM. The index can be locally unique within one UE, which could be allocated by NW or UE.
Meta info of AI model 
AI model used for each use case should be different, since the input and output may be different. Futhermore, in each use case, there can be different scenarios. In each scenario, the input and output distribution may be different. The scenario could be categorized by NW deployment topology, channel quality, UE speed. It’s possible to use one AI model in all scenarios. But the performance may not be as good as using different specific AI model in each scenario. Considering the trad-off between generalization and inference accuracy, it may be more efficient to deploy multiple AI models and activate/deactivate AI model according to the scenario. Therefore, each AI model may only achieve best performance in certain scenarios. It’s essential to include applicable info of each AI model in the meta info. So LCM can be performed accordingly, e.g. model switch/activation/deactivation.
Proposal 3: Metal info of AI model includes application info,
· Applicable use case;
· Applicable scenario, e.g. NW deployment topology, channel quality, UE speed;
Note the AI model may require a minimum AI capability, e.g. computing capability or storage. However, the RAN node, especially UE, may not always have enough capability regarding computing or storage. It’s essential to know AI model required AI capability. So that gNB can decide which AI model can be used or delivered to UE. 
Proposal 4: Metal info of AI model includes required AI capability, e.g. computing capability and storage.
Mapping of functionality
In AI/ML procedures, we understand following four functionalities are required,
· Model training entity, the AI model is trained/stored at this entity. 
· Inference entity, the AI model is run at this entity.
· LCM entity, the LCM decision, i.e. AI model switch/activation/deactivation, is made at this entity.
· Data Collection entity, the data collection is done at this entity.
The candidate system nodes include UE, gNB, LMF, CN nodes (other than LMF) and Application server.
We would discuss the potential functionality mapping between functionality and radio system node.
For the training/storage, AI model training/storage may require high computing and storage capability. UE is expected to have limited capability. Therefore, the model training/storage node can be gNB, LMF, CN nodes or application server.
Observation 1: The model training entity can locate at gNB, LMF, CN nodes or application server.
For the inference, in beam management and CSI, the inference should be done at UE or gNB. In positioning, the inference can be done at UE, gNB or LMF. CN nodes and application server is not considered to perform inference in current use cases.
Observation 2: The inference entity can locate at UE, gNB or LMF (only for positioning).
For LCM, LCM is closely related to the system performance or inference result. Therefore, CN nodes and application server may not be appropriate to do the LCM decision, since it is not aware of the radio system performance or inference result. 
Observation 3: The LCM entity can locate at UE, gNB or LMF (only for positioning).
Data collection can be used for training, inference and LCM. Each node can collect the data for it’s own purpose. Therefore, there is no need to restrict the data collection at one node. 
Observation 4: The data collection entity can locate at any nodes to support its functionality, i.e. training, inference or LCM.
Currently, all combination of functionality and nodes mapping listed above nodes are possible in RAN1 discussion. Inference node has to obtain the AI model. If mode training and inference are located at different nodes, model is delivered from model training node to inference node.
Proposal 5: If mode training and inference are located at different nodes, model is delivered from model training node to inference node.
LCM node shall monitor the AI model performance and decide whether to switch/active/deactivate AI model at inference node accordingly. If inference and LCM are located at different nodes, signalling of model switch/activation/deactivation is needed from LCM node to inference node. 
Proposal 6: If inference and LCM are located at different nodes, signalling of model switch/activation/deactivation is needed from LCM node to inference node.
To make LCM decision, LCM node should be aware of the meta info of AI model, e.g. model’s applicable condition. Such meta info is available at the training node. Alternatively, according to P5, inference node may also be aware of the meta info during the model delivery. Therefore, meta info can be provided to LCM node, if LCM node is not the same as training or inference node.
Proposal 7: LCM node shall be aware of the Meta info of AI model. The meta info can be provided by training node or inference node, if needed.

Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Observation 1: The model training entity can locate at gNB, LMF, CN nodes or application server.
Observation 2: The inference entity can locate at UE, gNB or LMF (only for positioning).
Observation 3: The LCM entity can locate at UE, gNB or LMF (only for positioning).
Observation 4: The data collection entity can locate at any nodes to support its functionality, i.e. training, inference or LCM.
Proposal 1: Model ID can be used to identify one AI model during initial model deployment or model registration. The model ID should be PLMN or globally unique.
Proposal 2: Model index can be used to identify one AI model during LCM. The index can be locally unique within one UE, which could be allocated by NW or UE.
Proposal 3: Metal info of AI model includes application info,
· Applicable use case;
· Applicable scenario, e.g. NW deployment topology, channel quality, UE speed;
Proposal 4: Metal info of AI model includes required AI capability, e.g. computing capability and storage.
Proposal 5: If mode training and inference are located at different nodes, model is delivered from model training node to inference node.
Proposal 6: If inference and LCM are located at different nodes, signalling of model switch/activation/deactivation is needed from LCM node to inference node.
Proposal 7: LCM node shall be aware of the Meta info of AI model. The meta info can be provided by training node or inference node, if needed.
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