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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In [1], Artificial Intelligence and machine learning for air interface is proposed. In last meeting, several data collection tools were proposed. In this contribution, we give our understanding on the data collection.
Discussion
Data collection can be used for model training, inference and performance monitoring. In the following part, we would discuss the data collection for different purposes.
Data collection for training
In this release we understand the offline training should be prioritized than on-line training. In offline training, the model can be trained before model delivery or deployment. The data for offline training can be collected any time before training. The training node can store the collected data during a long period. From latency point of view, all the tools listed in the table in [1] can be used to collect data for training.
Observation 1: From latency point of view, data collection for offline training doesn’t require strict latency. All the tools listed in the table in [1] can be used to collect data for training.
It’s more reasonable to assume the model training is done at NW side rather than UE side, considering the NW may have higher computing capability.
Observation 2: RAN2 assumes the model training is done at NW side.
The model training may require large amount data, e.g. millions of samples, to obtain a stable model. Note the data can be collected from different UEs to achieve maximum model commonality. Also, each UE can report multiple times. But, it’s also beneficial to enable one UE to store multiple samples and report stored multiple samples each time, so the report signalling can be reduced. 
Observation 3: Signalling can be reduced if one UE can store multiple samples and report stored multiple samples each time.
However, it’s not clear whether the existing tools can support reporting multiple samples. Although the payload size is included in the table, but it doesn’t necessarily imply multiple samples can be reported each time. For example, in spatial domain beam prediction, each sample may include the measurement result of multiple beams. It’s possible that NW can configure beam measurement corresponding to multiple samples. Therefore, UE can report multiple samples by L3 measurement report. But in temporal beam prediction, each sample may include multiple measurement results of the same beam on different timing. In current measurement report, UE would only report the latest measurement result. Therefore, UE can’t report multiple samples for temporal beam prediction by L3 measurement report. RAN2 should study how to enable one UE report multiple samples of data for training.
Proposal 1: RAN2 to study how to enable one UE report multiple samples of data for training.
Data collection for inference
[bookmark: _Hlk131414074]In beam management and CSI use cases, the inference result is expected to be used very shortly after data for inference is collected, e.g. same slot or several slots later. The inference result may be outdated very quickly. Therefore, only the L1 report can be considered to report data for inference. Alternatively, the node which performs inference shall collect the data for inference locally. Either way, the existing tools in RAN2 can’t fulfil the latency requirement. 
Observation 4: The existing tools in RAN2 can’t fulfil the latency requirement of data collection for inference for beam and CSI use case.
The next question is whether RAN2 should define new tools to report data for inference. We understand the data for inference may not require large size, so L1 report can fulfil the requirement.
Observation 5: L1 report can fulfil the latency and size requirement of data collection for inference for beam and CSI use case.
Therefore, we propose RAN2 doesn’t define new tools to report data for inference unless asked by RAN1.
Proposal 2: RAN2 doesn’t define new tool to report data for inference unless asked by RAN1 for beam and CSI use case.
For positioning, UE reports the measurements to LMF by LPP and gNB reports the measurement to LMF by NRPPa respectively, and then LMF calculate the UE location according to the positioning measurements. Therefore, for AI based the positioning, the legacy procedures can be reused for data collection for inference.
Proposal 3: The legacy LPP and NRPPa messages can be reused for data collection for inference for positioning use case.

Data collection for performance monitoring
There is no strict latency requirement for performance monitoring. However, RAN1 is considering ‘fast’ performance monitoring. It’s not clear how ‘fast’ is expected. Further input from RAN1 on the latency requirement of performance monitoring is needed to evaluate whether existing tools can fulfil the requirement. 
Observation 6: Further input from RAN1 on the latency requirement of performance monitoring is needed to evaluate whether existing tools can fulfil the requirement.
There are two ways to evalute the performance of AI/ML performance considered by RAN1, 
1. by the radio system performance;
2. by specific KPIs related to AI/ML, e.g. prediction accuracy or difference between prediction and groud truth.
If option 1 is used, legacy report may be reused to indicate the radio system performance, e.g. RSRP or throughput. If option 2 is used, new information should be introduced to report specific KPI. However, this still needs RAN1 input on the definition of performance monitoring KPIs.
Observation 7: Further input from RAN1 on the definition of performance monitoring KPIs is needed to design the data collection for performance monitoring in RAN2.
Proposal 4: RAN2 wait for RAN1 input on performance monitoring, e.g. latency requirement and definition of performance monitoring KPIs.
As analysed above, we have many tools to collect data in current spec, e.g. measurement report and MDT. However, the requirement of data collection for AI model training and performance monitoring is unclear. It’s hard to evaluate whether the existing tools can provide appropriate data for AI. More RAN1 input on data collection requirement is needed to proceed. RAN2 may send LS and ask RAN1 about the key requirement of the data collection for model training and performance monitoring, for example the content of data and latency.
Proposal 5: Send LS to ask RAN1 about the key requirement of the data collection for model training and performance monitoring, for example the content of data and latency.
Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Observation 1: From latency point of view, data collection for offline training doesn’t require strict latency. All the tools listed in the table in [1] can be used to collect data for training.
Observation 2: RAN2 assumes the model training is done at NW side.
Observation 3: Signalling can be reduced if one UE can store multiple samples and report stored multiple samples each time.
Observation 4: The existing tools in RAN2 can’t fulfil the latency requirement of data collection for inference for beam and CSI use case.
Observation 5: L1 report can fulfil the latency and size requirement of data collection for inference for beam and CSI use case.
Observation 6: Further input from RAN1 on the latency requirement of performance monitoring is needed to evaluate whether existing tools can fulfil the requirement.
Observation 7: Further input from RAN1 on the definition of performance monitoring KPIs is needed to design the data collection for performance monitoring in RAN2.
Proposal 1: RAN2 to study how to enable one UE report multiple samples of data for training.
Proposal 2: RAN2 doesn’t define new tool to report data for inference unless asked by RAN1 for beam and CSI use case.
Proposal 3: The legacy LPP and NRPPa messages can be reused for data collection for inference for positioning use case.
Proposal 4: RAN2 wait for RAN1 input on performance monitoring, e.g. latency requirement and definition of performance monitoring KPIs.
Proposal 5: Send LS to ask RAN1 about the key requirement of the data collection for model training and performance monitoring, for example the content of data and latency.
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